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Abstract

Remote sensing provides data types and useful resources for forest mapping. Today, one of the most commonly used application in forestry is the identification of single tree and tree species compasson using object-based analysis and classification of satellite or aerial images. Forest data, which is derived from remote sensing methods, mainly focuses on the mass i.e. parts of the forest that are largely homogeneous, in particular, interconnected) and plot-level data. Haft-Barm Lake is the case study which is located in Fars province, representing closed forest in which oak is the valuable species. High Resolution Satellite Imagery of WV-2 has been used in this study. In this study, A UAV equipped with a compact digital camera has been used calibrated and modified to record not only the visual but also the near infrared reflection (NIR) of possibly infested oaks. The present study evaluated the estimation of forest parameters by focusing on single tree extraction using Object-Based method of classification with a complex matrix evaluation and AUC method with the help of the 4th UAV phantom bird image in two distinct regions. The object-based classification has the highest and best accuracy in estimating single-tree parameters. Object-Based classification method is a useful method to identify Oak tree Zagros Mountains forest. This study confirms that using WV-2 data one can extract the parameters of single trees in the forest. An overall Kappa Index of Agreement (KIA) of 0.97 and 0.96 for each study site has been achieved. It is also concluded that while UAV has the potential to provide flexible and feasible solutions for forest mapping, some issues related to image quality still need to be addressed in order to improve the
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classification performance.

*Keywords:* Separation of single trees, Canopy, Remote sensing, Classification, Zagros forests, Haft-Barm of Shiraz.

### 1. Introduction

Forest inventory was traditionally a useful and accurate way of monitoring forest coverage, but updating cycle is relatively expensive Extra, if it’s not direct quoting (Franklin, 2001; Zoèhrer, 1980; Gillis and Leckie, 1993). Wide range of forest can change rapidly, forest inventory traditionally Did not respond adequately to the development of change (Wulder et al., 2008). The climate warming and recent severe droughts have resulted in vegetation mortality in various woody biomasses across the globe (Allen et al., 2010; Breshears et al., 2005; Carnicer et al., 2011; Phillips et al., 2009; van Mantgem et al., 2009).

The separation of single trees and the extraction of tree-related structural data from remote sensing data has been a prominent application in a variety of activities e.g. detailed information on the level of individual trees can be used to monitor forest regeneration (Gougeon and Leckie, 1999; Clark et al., 2004a and 2004b). The reduction of fieldwork is required for surveying (Gong et al., 1999) and damage assessment to be used in the forest (Leckie et al., 1992; Levesque and King, 1999; Kelly et al., 2004).

Forest data, which is derived from remote sensing methods, mainly focuses on the mass (such as parts of the forest that are largely homogeneous, in particular, interconnected) and plot-level data. However, forest level variables are mainly average or aggregate of the combination of trees in the mass. In calculating forest variables such as volume and biomass of the growing population, model at single-tree level are mainly used today (Laasasenaho, 1982; Repola, 2009). Remote sensing data allows us to move from the surface of the mass to the level of single trees, which has a clear interest in precise forestry, forest management planning, biomass assessment and forest modeling (Koch et al., 2006).

The reasons for single-tree extraction from high-resolution satellite imagery are the importance of single trees and their maintenance such as the difficulty in single tree mapping in vulnerable areas, the need for quick access to quantitative characteristics estimation and the importance of remote sensing in statistics for single trees (spatial resolution and satellite data capability has been increasingly enhanced).

So far, no research has been done to estimate the single-tree feature on WV-2 images. In previous studies, the accuracy of estimating the crown area is made using field data, in which the crown shape of the trees is generally considered circular and the crown area is obtained from the mean diameter, provided that the trees, according to the possible vegetative conditions, has crowns with non-hinged shapes. Therefore, it is necessary to assess the accuracy of crown areas in satellite data using more reliable data such as UAV aerial imagery.
Today, remote sensing data provides accurate and reliable information of single-tree biophysical properties in forest lands. In addition, the object-based classification has a particular advantage over other classification methods for extracting crowns and identifying species in a variety of ecosystems. Few study has been done to examine the efficiency of the object-based, which is highly desirable for users.

Remote sensing is a useful tool for forest mapping as it provides data and resources. Today, one of the most commonly used applications in forestry is the identification of single trees and tree species comparison using object-based analysis and classification of satellite or aerial images. Sedliak et al. (2017) identified groups of trees (leaf-leaf needles) in individual structures of massive mixed grass, spruce, and pine forests in WV-2 images. The object-based classification with WV-2 multispectral images was done in eCognition software. The Lidar data has been used for the identification of single tree with overall high accuracy of 87.42 percent. The accuracy of needle calves had risen from 82.93 to 85.73 percent and broadband ranged from 84.79 to 90.16 percent.

Basic object classification method is a useful method to identify the wild plants in numerous habitats. Niphadkar et al. (2017) used WV-2 images to identify shrubs in the tropical forests. The object-based method separates the features with the help of spatial characteristics. As a result, there has been the possibility to isolate the shrub in a complex tropical forests environment, with a non-parametric classification algorithm.

The accuracy of the tree species map allows more detailed analyzes of forest biophysical variables. Raczko and Zagajewski (2017) compared the support vector algorithms, random forest and neural network for the tree species class on aerospace aerial imagery. The results showed that the ANN classification had the highest classification accuracy of (77%), and SVM with 68% and RF with 62% respectively.

Juniati and Arrofiqoh (2017) compared the base pixel and base object classification using parametric and nonparametric methods for pattern matching in Indonesian forests with WV-2 images. They concluded that classifying the base object the best results in segmentation and classification and has the best kappa coefficient, after which the neural network and the Maximum Likelihood Classifier were ranked in the mean of accuracy.

Wen et al. (2017) concluded that the method of classification of piece-based and object based on other methods in extracting urban trees in WV-2 images is superior. They used three levels of classification (pixel, object and piece) to classify trees. The results showed 85% overall accuracy for all methods. In addition, user and producer accuracy reaches over 80% for the tree floor. The method of classification of the base unit was placed in the first priority, then the classification of the object based and in the third stage of the base pixel for the Kappa coefficient.

Okojie (2017) paid for extraction of single tree crowns and evaluated forest structure parameters using airborne UAV images. Accuracy assessment was performed using the root mean square error method. As a result, the crown of the trees and the height of the trees were extracted. The results of the baseline image analysis showed that the segmentation accuracy is significantly related to the spatial resolution of the images, but the internal parameters of the segmentation algorithm should also be appropriate and calibrated.
Thanh and Kappas (2018) compared the random forest tree classifier, the nearest neighbor and vector of support for land use classification using Sentinel-2 multispectral images around the Red River Delta of Vietnam. The accuracy of all classifications was between 90% and 95%. Among these classifications, using different training samples ranging from 50 to 1250 pixels, SVM created a higher overall accuracy. After that, the random forests were ranged with the nearest neighbor.

Estimating forest structural parameters is expensive and time-consuming with ground-based data collection methods. Remote sensing data is a low cost option in modeling and mapping structural parameters in large forest areas.

2. Materials and Methods

2.1. Study Area

The Haft-Barm Lake is located in the geographical location of N294921 E520227 in Fars province. These lakes are located 55 kilometers to the west of Shiraz and northeast of the protected areas of Arjan and Parishan and 2150 meters above sea level. The lakes have beautiful panoramic views of the hillocks and wetlands. The weather in the region is cold and dry in the winter and temperate in the summer. The area has an almost cold and semi-desert climate and its catchment area is 16.9 km² and the average annual precipitation is 1010 mm. The various plant species forms the forest and pasture and the vegetation cover. Oak trees are the major forest species in the region that are densely covered by the area. Regarding the range of Arjan between the tropical region of southern Iran and the dry region of the south-east, the cold and semi-humid part of the northwest is an intermediate or ecotone region and very diverse in terms of plant species diversity. This study was conducted on two different sites in the Haft-Barm area of Shiraz. The area of the first site (Baleh Zar village) is 106 hectares, and the second site of the Abe Anar village is 150 hectares (Figure 1).

Figure 1. Study area location.
2.2. Data

The data used in this study included the image of the WorldView-2 satellite on May 21, 2015 with a resolution of 1.8 m, and panchromatic bands (spatial resolution of 0.5 m) and UAV aerial imagery with a resolution of 3 cm. Topographic maps of the survey organization with a scale of 1:25,000 and points taken by three-frequency GPS. Also, the SPSS25; Excel version 2016; eCognition v. 8.7; ENVI, 5; Erdas Imagine and Google Earth were used. The flowchart is shown in Figure 2.

![Flowchart of work levels](image)

**Figure 2.** Flowchart of work levels

The Worldview-2 images were georeferenced using the 9-point of three-frequency GPS tracking RTK and static ground reference and the UTM image system was considered. The cloud computing points were taken from ArcGIS10.4 and PCI Geomatica16 software. with an accuracy, the average mean square root (RMSE) of 0.65 pixels was georeferenced using the equation of degree three (ST order polynomia3). Then, Pan sharpening images with a resolution of 0.5 m were created with a combination of polygonal and panchromatic quadrants (Table 1).

<table>
<thead>
<tr>
<th>Wavelength nm</th>
<th>Bands of WorldView-2 sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>450-800</td>
<td>panchromatic</td>
</tr>
<tr>
<td>450-510</td>
<td>blue</td>
</tr>
<tr>
<td>510-580</td>
<td>green</td>
</tr>
<tr>
<td>630-690</td>
<td>red</td>
</tr>
<tr>
<td>770-895</td>
<td>NIR1</td>
</tr>
</tbody>
</table>

In order to inventory the trees perimeter in the forest area, we took pictures of drone images from Phantom 4 Pro. The Phantom 4 Peru is equipped with a one-inch CMOS camera that can capture 20-megapixel quality (Dji, 2016) (Figure 3).
2.3. The Nearest neighbor classifier

Classifier of the nearest neighbor (Schowengerdt, 1997): Lists of nonparametric classifications of unknown pixels in accordance to the labels of the neighboring educational vectors in the image space include:

- The best neighbor: Labels the nearest pixels surrounding the training pixel.
- Nearest k: Assemblies are based on the majority of the training pixel tags near the neighbor k.
- The nearest neighbor k is the weighted distance: assigns weights to the closest neighbor k, based on the label of the closest neighboring k instructional pixels, in the opposite proportion to the Euclidean distance of the unknown pixel, and assigns the label to the highest weight of the set.

2.4. Object Based Classification

Pixel Based analysis is usually simple and operates in a comprehensive and general way on the sensors. Although pixels are often not a favorite unit, Measuring is not possible without them. For example, the canopy of separate trees and gap between crowns involves several pixels and creates a spatial self-regulation within objects that we can easily detach in high-resolution images (Woodcock and Strahler, 1987). OBIA seems to search for a "mean" for objects. It searches for objects by segmenting the image into groups of pixels with similar characteristics based on spatial and spatial properties (Benz et al., 2004).

The purpose of the image segmentation is to extract the image objects in the best case according to the scale features, the weight of the inhomogeneity of softness and the compression weight that was performed in the software. These parameters were obtained with ESP and with test and error. Later, the obtained objects enter the classification methods. Multi-resolution segmentation was done...
by segmentation process. Using the approach of the nearest neighbor and identifying suitable training samples, the image was classified into two general forest and non-forest classes (Table 2).

<table>
<thead>
<tr>
<th>Hierarchy</th>
<th>Scale parameter</th>
<th>Color factor</th>
<th>Shape factor</th>
<th>Compactness degree</th>
<th>Softness degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level1</td>
<td>10</td>
<td>0.8</td>
<td>0.2</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>Level2</td>
<td>20</td>
<td>0.8</td>
<td>0.2</td>
<td>0.7</td>
<td>0.3</td>
</tr>
</tbody>
</table>

The most basic of the multi-resolution segmentation algorithms is the scale parameter. For the first time Dragut et al. (2010) based on local variations in the multi-scale segmentation algorithm at the time of segmentation and pixel integration used the ESP (Estimation of Scale Parameter), which is the extension of eCognition, and the most appropriate scale for determining the segmentation. If two pixels or the same object are merged, the rate of local variation will decrease, but if two pixels or non-sex objects are merged, the process of local variation changes will increase.

The graph represents the points where the ROC-LV has increased when the pieces were merged and new larger parts were created, which is an appropriate scale for image segmentation. The best scales for our image were 24, 26, 30, 34, 37, 31, 41, 45, 47, 49, 51, 54, 57, 60, 71, 75, 79, 88, and 94 (Figure 4).

![ESP - Estimation of Scale Parameter](image)

**Figure 4.** ROC-LV schematic

After selecting the training data, they were arranged in a thematic layer, the TTA mask layer, in the software to be used during the process. The same training data was used for different classification methods and Classification was performed in three ways.

After extracting the forest feature in the three methods, the results were assessed. For this, 100 points were created randomly on the images, and the canopy boundary of these trees was determined from UAV images (Figure 5).
2.5. Accuracy assessment

Accuracy assessment was done in two ways: the usual method, which used Kappa coefficient, and the second method was performed using the AUC method.

2.6. Sampling method for quantitative and qualitative forest characteristics

The study sampling method has been carried out in a systematic approach. A 200x200-meter rectangular grid was overlaid in the image of the region, with 40x40 m rectangular sample pieces discharged into the area. A total of 63 sample plots (36 plots of AbeAnar village and 27 villages of BalehZar village) were measured at each site. In each plot, the considered characteristics of the vegetation included: Recording the diameter of large and small trees, the diameter at breast height (DBH), the tree crown cover, and the health of the tree.

The estimated canopy cover area for BalehZar forest trees on WV-2 and UAV images, the sampling with 200 × 200 square meter network on the ground and satellite images of WV-2 was carried out. In the village of BalehZar 27 plots of 1600 square meters (40 × 40 m) were collected on site 1, and site 2 the village of AbeAnar with 33 plots. In each sample piece, the large and small diameters, the diameter of the breasts and then the crown cover area (equation 1) were measured. The quantitative statistics in the forests of the BalehZar village including the number of samples, mean, standard deviation and standard error in two methods of land cover and WV-2 depiction were presented in Table 1. The results of this study showed that, the sample area was calculated on the basis of equation 1. Then analysis of the canopy cover areas was carried out to the SPSS25 environment (Table 1).
Covering the crown surface = \(\pi / 4 \times \text{Medium crown diameter}\) \hspace{1cm} (1)

3. Results and discussion

In Figure 6, the results were derived from three types of vector support vector, decision tree, and object-based. As you can see, the quality of the classifications is almost the same. But there are differences in accuracy. The accuracy assessment was done in two ways: the usual method of Kappa coefficient and AUC method. In the accuracy assessment tables, error matrix, overall accuracy, kappa coefficients, manufacturer accuracy, and user precision of each method is presented.

Figure 6. Classification results of the forest feature with object-based algorithm in Balezare (right image) and Abe Anar sites (left).

3.1. Accuracy assessment of WV-2 canopy cover area with UAV cover

3.1.1. Regression of canopy cover area in Balezare forests

Data analysis

At first, the normal distribution of data was investigated by Kolmogrov-Smirnov test. The result of the test showed that all data had normal distribution and were significant at 99% level. To compare the canopy coverage obtained from WV-2 satellite imagery and groundbreaking, T-pair test was used at 95% confidence level. The results of the Paired Sample t test between measured forest and image data showed that there was no significant difference between the measurement of canopy coverage in two methods at a significant level of 95% (df = 99, t = 1.984). Figure 8 shows the correctness of the item.
The regression analysis results showed that satellite imagery with an approximate magnitude of 0.95 ($R^2 = 95\%$) illustrates the potential for high-resolution WV-2 satellite images (Table 3 and 4 of the statistical model).

In Table 4 of the statistical model, the area of canopy on the ground as an associated variable and canopy area on satellite images is considered as an independent variable. The results of analysis of variance and coefficient test showed that WV-2 satellite images can be used to estimate the canopy surface. The point cloud is plotted in Figure 7. In which the X axis is the crown surface on the satellite image and the Y axis is the crown surface on the ground.

As a result, the WV-2 images can be used instead of land surveying to calculate the area of the canopy of forests, which is consistent with the results of the researchers.

<table>
<thead>
<tr>
<th>Variable of canopy cover percent in forest inventory of BalehZar</th>
<th>Inventory method with UAV</th>
<th>Object-based WV-2 satellite images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples number</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mean (m²)</td>
<td>68.48</td>
<td>66.70</td>
</tr>
<tr>
<td>Standard deviation (m²)</td>
<td>41.63</td>
<td>40.84</td>
</tr>
<tr>
<td>Standard error (m²)</td>
<td>4.16</td>
<td>4.08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable of canopy cover percent in forest inventory of AbeAnar</th>
<th>Inventory method with UAV</th>
<th>Object-based WV-2 satellite images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples number</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mean (m²)</td>
<td>44.62</td>
<td>44.89</td>
</tr>
<tr>
<td>Standard deviation (m²)</td>
<td>28.9</td>
<td>28.68</td>
</tr>
<tr>
<td>Standard error (m²)</td>
<td>2.89</td>
<td>2.87</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>Model</th>
<th>Coefficient $R^2$</th>
<th>Coefficient $r$</th>
<th>Model of statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object-based of Balehazar</td>
<td>Linear</td>
<td>0.953</td>
<td>0.976</td>
<td>$Y = 2.11 + 0.995X$</td>
</tr>
<tr>
<td>Object-based of AbeAnar</td>
<td>Linear</td>
<td>0.998</td>
<td>0.999</td>
<td>$Y = -0.579 + 1.007X$</td>
</tr>
</tbody>
</table>
Figure 7. Evaluation of the accuracy of the canopy in Object-Based classification in satellite imagery WV-2 and UAV image in the forests of the village of Balehazar and AbeAnar.

3.2. Evaluation of the accuracy of the diameter of the canopy in satellite imagery WV-2 with the ground in the forests of the village of Balehazar and AbeAnar.

For accuracy evaluation of the diameter of the canopy in satellite imagery WV-2 with ground points in the forests of the village of Balehazar and AbeAnar, initially, the normal distribution of data was investigated by Kolmogrov-Smirnov test. The result of the test showed that all data were normal distribution and are significant at 99% level.

To compare the average diameter of the canopy obtained from WV-2 satellite imagery and ground-level random sampling, t-test was used at 95% confidence level. The results of Paired Sample t test between measured forest and image data showed that there was no significant difference between the measurement of canopy coverage in two methods at a significant level of 95% (df = 99, t = 1.984). Figure 8 shows the correctness of the item.

The regression analysis results showed that satellite images with an approximate coefficient of 0.95 (R2 =95%) indicate that the average diameter of the trees canopy can be obtained with high accuracy from WV-2 satellite images of (Table 5 and 6 of the statistical model).

| Table 5a. Statistical data of Medium diameter of canopy of trees in BalehZar forest |
|-----------------------------------------------|------------|----------------|----------------|
| Mean(m) | Samples number | Standard deviation (m) | Standard error (m) |
| Medium diameter of canopy on ground | 9.1279 | 100 | 2.959 | 0.295 |
| Medium diameter of canopy in object-based | 8.9876 | 100 | 2.733 | 0.273 |
Table 5b. Statistical data of Medium diameter of canopy of trees in AbeAnar forest

<table>
<thead>
<tr>
<th></th>
<th>Mean (m)</th>
<th>Samples number</th>
<th>Standard deviation (m)</th>
<th>Standard error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium diameter of canopy on ground</td>
<td>7.3707</td>
<td>100</td>
<td>2.324</td>
<td>0.232</td>
</tr>
<tr>
<td>Medium diameter of canopy in object-based</td>
<td>7.2800</td>
<td>100</td>
<td>2.281</td>
<td>0.228</td>
</tr>
</tbody>
</table>

Table 6. Statistical model of the medium diameter of canopy surface covering in the satellite imagery of WV-2 and ground of forests of the village of Balehazar and AbeAnar

<table>
<thead>
<tr>
<th>Name</th>
<th>Model</th>
<th>Coefficient R²</th>
<th>Coefficient r</th>
<th>Model of statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object-based of Balehazar</td>
<td>Linear</td>
<td>0.942</td>
<td>0.888</td>
<td>Y = -0.028 + 1.020X</td>
</tr>
<tr>
<td>Object-based of AbeAnar</td>
<td>Linear</td>
<td>0.958</td>
<td>0.918</td>
<td>Y = 0.256 + 0.976X</td>
</tr>
</tbody>
</table>

Figure 8. Assessing the accuracy of the mean diameter of canopy in Object-Based classification in WV-2 images and the ground of the trees in the forests of the village of Balehazar and AbeAnar.

3.3. Assessing the accuracy of the crown cover in WV-2 images with the height of the trees in the forests of the village of Balehazar and AbeAnar

At first, the normal distribution of data was investigated by Kolmogrov-Smirnov test. The result of the test showed that all data had normal distribution and are significant at 99% level. The regression analysis results showed that satellite images with a good explanation coefficient of 0.68 (R² = 68%) indicated that height can be obtained with proper accuracy from satellite images of WV-2 (Table 7 of the statistical model and Figure 9).
Table 7. Statistical model of canopy surface in WV-2 images and tree height in the forests of the village of Balehazar and AbeAnar

<table>
<thead>
<tr>
<th>Name</th>
<th>Model</th>
<th>Coefficient $R^2$</th>
<th>Coefficient $r$</th>
<th>Model of statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object-based of Balehazar</td>
<td>Linear</td>
<td>0.696</td>
<td>0.828</td>
<td>$Y = 5.117 + 0.056X$</td>
</tr>
<tr>
<td>Object-based of AbeAnar</td>
<td>Linear</td>
<td>0.686</td>
<td>0.826</td>
<td>$Y = 4.112 + 0.069X$</td>
</tr>
</tbody>
</table>

Figure 9. Assessing the accuracy of the crown cover in Object-Based classification in WV-2 images and the height of the trees in the forests of the village of Balehazar and AbeAnar.

This study is one of the first studies to estimate and extract single-tree parameters from high-resolution satellite imagery. A high level of accuracy was obtained in estimating canopy cover, canopy diameter and height of trees with satellite imagery. In the object-based method, the training samples were taken as TTA mask (Training & Test Area MASK) in order to evaluate the accuracy of the classification using spectral data, and the Kappa coefficient was 0.974 (0.967 in the AbeAnar village and 0.981 in the village of BalehZar), with an overall accuracy of 98.82% (99.14% in the AbeAnar village and 98.51% in the village of BalehZar) was obtained in the classification error matrix. Therefore, the base object method, the support vector method, and decision tree method were respectively the highest classification accuracy in the study area (Table 8).

Table 8. Comparison of Object-Based classification in sites with matrix

<table>
<thead>
<tr>
<th>Object-Based Classification accuracy</th>
<th>Kappa coefficient</th>
<th>Overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.974</td>
<td>98.82</td>
<td>98.82</td>
</tr>
</tbody>
</table>
4. Conclusions

The study found that WV-2 data can be used to predict the tree parameters such as crown cover, bream diameter, tree height, tree number and biomass in the Zagros forests of Iran. The height of the trees can be obtained directly from the digital surface model using drone images. The crown cover and canopy diameter have a very high correlation with the terrestrial data. The combination of drone data with the satellite data from WV-2 has been useful to describe the biodiversity and monitoring the forest biodiversity. OBIA is widely used for forest remote-sensing research (Chubey et al., 2006; Desclee et al., 2006; Hay et al., 2005; Wulder et al., 2008). It has been successful in forest tree studies (Conchetta et al., 2007; Myint et al., 2008; Wang et al., 2004a). The object-based method in the extraction of single forest trees using spectral data is more potent than pixel-based methods.

According to the obtained results using WV-2 satellite spectral data in estimating the canopy surface, it was determined that these data are capable of estimating the quantitative characteristics of the crown cover of oak forests and extraction of single trees in the study area with proper accuracy.

There is a good correlation between the diameters of the crown of trees with ground measurements which indicates that extracting of the data using drone is excellent. The R coefficient result for the crown diameter of the forest trees was 0.85 in average, which is consistent with the results of Shrestha and Wynne (2012). They also obtained a correlation coefficient of 0.9 for the crown diameter.

As Pande-Chhetri et al. (2017) found in the estimation of wetland vegetation with WV-2 images, the object-based method was superior to the pixel-based method. In the current research, the object-based classification is better than other classifications, as the study results indicates that the SVM classification has a superior performance over the tree. The results obtained is compatible with Thanh Noi (2018), Raczko et al. (2017), Pande-Chhetri et al. (2017), Qian et al. (2015), Shafri and Ramle (2009), Shao et al. (2012), Kim et al. (2012), Amami et al. (2015), Ghasemian and Akhondzadeh (2016).

The very high correlation between the estimation of the canopy of the satellite images and terrestrial shows that one can estimate The canopy parameter from the images. The comparison between the estimated crown cover with the crown covering the ground surface in all the three methods shows that there is no significant difference between ground data and satellite image estimation at 5% significance level. This indicates that the nonparametric models used in the study have no significant difference with ground reality.

Considering other researchers' research on the extraction of features using algorithms, it is shown that the present study is of desirable accuracy.

Forecast models of this study, although they are surveyed for trees in Zagros forests, can be used for other forest levels with similar climate and species composition. This kind of forecast with drone images will help to properly assess the quality of carbon stored trees on the level of single trees. Further studies should be developed to predict biophysical parameters such as leaf area index,
stem volume, etc. Management tables for forest planners such as forestry activities, disaster vulnerability, and age class are useful for forest trees. The functionality of these models can improve inappropriate data from other forest levels and if the area is not accessible, these equations can estimate trees from forest levels instead of being present in the field.
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Abstract

Fusions of panchromatic and multispectral images create new permission to gain spatial and spectral information together. This paper focused on hybrid image fusion method FFT-PCA, to fuse OLI bands to apply Dimensionality Reduction (DR) methods (PCA, ICA and MNF) on this fused image to evaluate the effect of these methods on final classification accuracy. A window of OLI images from Ardabil County was selected to this purpose and preprocessing method like atmospheric and radiometric correction was applied on this image. Then panchromatic (band8) and multispectral bands of OLI were fused with FFT-PCA method. Three dimensionality reduction algorithms were applied on this fused image and the training data for classification were selected from DRs Output. A total of eight classes include bare land, rich range land, water bodies, settlement, snow, agricultural land, fallow and poor range land were selected and classified with support vector machine algorithm. The results showed that classification based on dimensionality reduction algorithms was quite good on OLI data classification. Overall accuracy and kappa coefficient of classification images showed that ICA, PCA and MNF methods 86.9%, 89%, 96.8% and 0.84, 0.91, 0.96 respectively. The MNF based image classification has higher classification accuracy between two others. PCA and ICA have lower accuracy than MNF respectively.
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1. Introduction

Remote sensed data have been used to extract relevant information on various natural resources and environments (Kumar Singla et al., 2018). Land cover is critical information to various land management and scientific application (Liu, 2017). There are large numbers of methods developed and applied to increase total accuracy of land use/cover mapping from satellite imagery (Hasani Moghaddam et al., 2018). Fusion of panchromatic and multispectral bands, is the most critical way to increase information extraction accuracy (Vivekan et al., 2014; Unlusoy, 2013). In recent years, Hybrid image fusion methods were implemented for the fusion of multi resolution images (Dhavan and Garg, 2014). PCA+SWT (Kaur, 2016), DDCT+PCA (Mamachan and Baby, 2015), FFT-HIS (Yusuf et al., 2013), and FFT-PCA (Bashirpour et al., 2017), Are the most important hybrid methods that have been used in recent researches. One of the most effective hybrid methods is FFT_PCA that also preserve spectral and spatial information of the multispectral and panchromatic images as well as original inputs (Bai et al., 2015). The reduction of the dimension of fused image is an important way to perform faster classification. The dimensionality reduction algorithms can efficiently brought down the data to a much smaller number of variables without a significant loss of information (Sorzano et al., 2014). PCA is one of the effective dimensionality reduction methods that tries to find a new coordinate system in which the input data can be expressed with many less variables without a significant error (Sorzano et al., 2014). Another method for dimensionality reduction (DR) is MNF that provides a linear transformation of data, in which the noise data values are lower in the initial conversions, and the amount of noise increases further components (Hasani Moghaddam, 2017). The ICA DR method has received considerable interest in recent years. The key idea of ICA assumes that data are linearly mixed with a set of separate independent sources and demix this signal sources according to their statistical independent measured by mutual information (Wang and Chang, 2006).

Wang and Chang (2006), worked on application of independent analysis in hyper spectral images. The study illustrates that ICA dimensionality reduction methods uses mutual information as a criterion to measure data statistical independency that exceeds second order statistics. The results of the study showed that ICA-DR provide advantages over the PCA-DR and MNF-DR.

Sahisi and Krishna (2016) have done researches in performance evaluation of dimensionality reduction techniques on CHRIS hyper spectral data for surface discrimination title. In this study, they used MNF, PCA and ICA DR methods. They used Hybrid dimensionality reduction method for extracting the concrete materials from the CHRIS hyper spectral data. SAM and SID classifier were used to classify surface materials. The results showed that, SAM classifier gave the best results with an accuracy improvement of 10% after adapting the hybrid method.

Arslan et al., (2017), compared performance of classification methods for a hyper spectral images data set in view of dimensionality reduction methods. Among the DR methods, ICA, PCA and MNF were used in this study. Four classification algorithms including MLC, MD, SAM and SVM were used to evaluate more accurate method among them. The results showed that MLC algorithm
generally performed better than the other classifier while the SAM exhibited significantly lower accuracies in the experiments.

Wang and Chang (2017) have studied on unsupervised feature extraction for hyper spectral images by using combination low rank representation and locally linear embedding. They used MNF, PCA and ICA methods for dimensionality reduction of data. The results showed that the PCA method has better performance by 0.77 kappa coefficient and ICA has lower performance by 0.70 kappa coefficient.

The aim of this study is to fused panchromatic and multispectral OLI bands with FFT_PCA method and then apply DR algorithms to this fused image to evaluate the effect of these DR methods on Support Vector Machine of OLI classification accuracy.

2. Material and Methods

2.1. Study area

An area of 2565.838 square kilometer, in Ardabil county is located between 37.45- 39.42 northing latitudes and 47.30-48.55 easting longitudes at northwest of Iran (Ghasemlounia and Sedaghat Herfe, 2017). In this region, the lowest elevation in Ardebil plain is 1294 meters and the highest elevation (Sabalan peak) is 4811 meters above sea level. The average rainfall and annual temperature are 318.4 mm and 14.87°C respectively (Torahi et al., 2016). Figure (1), shows the geographic location of Ardabil county.

![figure 1. Geographic location of study area](image)

2.2. Satellite data used

The OLI sensor provides nine spectral bands (1-9) and TIRS provides two spectral bands (10-11), as shown in Table 1. Seven bands from band 2 to band 7 of OLI are consistent with the TM and ETM+ sensors. The new two spectral bands, band 1 and band 9 allow measuring water resources and coastal zone investigation and improving the detection of cirrus clouds. TIRS conducts thermal
imaging which can be applicable to evapotranspiration rate measure for water management (Chulkoo et al., 2015).

**Table 1.** Wavelength and spatial resolution of the Landsat 8 OLI and TIRS (Knight and Kvaran, 2014; Alhirmizy, 2015)

<table>
<thead>
<tr>
<th>Band</th>
<th>Wavelength Range(µm)</th>
<th>Spatial resolution(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLI 1</td>
<td>0.433-0.453 (Coastal/aerosol)</td>
<td>30</td>
</tr>
<tr>
<td>OLI 2</td>
<td>0.450-0.515 (blue)</td>
<td>30</td>
</tr>
<tr>
<td>OLI 3</td>
<td>0.525-0.600 (green)</td>
<td>30</td>
</tr>
<tr>
<td>OLI 4</td>
<td>0.630-0.680 (green)</td>
<td>30</td>
</tr>
<tr>
<td>OLI 5</td>
<td>0.845-0.885 (Near-IR)</td>
<td>30</td>
</tr>
<tr>
<td>OLI 6</td>
<td>1.560-1.660 (SWIR-1)</td>
<td>30</td>
</tr>
<tr>
<td>OLI 7</td>
<td>2.100-2.300(SWIR-2)</td>
<td>30</td>
</tr>
<tr>
<td>OLI 8</td>
<td>0.500-0.680 (Pan)</td>
<td>15</td>
</tr>
<tr>
<td>OLI 9</td>
<td>1.360-1.390 (Cirrus)</td>
<td>30</td>
</tr>
<tr>
<td>TIRS 10</td>
<td>10.30-11.30 (LWIR-1)</td>
<td>100</td>
</tr>
<tr>
<td>TIRS 11</td>
<td>11.50-12.50 (LWIR-2)</td>
<td>100</td>
</tr>
</tbody>
</table>

2.3. Methods

The image of Landsat 8-OLI were downloaded from USGS explorer and some image preprocessing analysis such as atmospheric and radiometric corrections were performed on the image before fusing panchromatic and multispectral bands. The FFT-PCA method was used to fuse OLI bands to get 15 meter resolution. Then three DR methods including PCA, ICA and MNF were performed on this fused image and results were classified with Support Vector Machine (SVM) algorithm. The performance of each DR algorithms was evaluated to improve the accuracy of classification of final images using overall accuracy and Kappa coefficient.

2.3.1. Principal Component Analysis (PCA)

PCA is a common technique for DR and finding pattern in high dimension data, Proposed by Pearson in 1901. It is based on computation of low-dimensional representation of a high-dimensional dataset that maximizes the total distribution which is optimal in reconstruction (Ping et al., 2017). The following describes the description in steps:

**Step 1.** The m samples can be represented by a set of \( \Psi = \{X_1, X_2, \ldots, X_m\} \). For each sample, which has n indicators, it can be described as \( \Psi = \{X_1, X_2, \ldots, X_m\} \) for \( i \in \{1, 2, \ldots, m\} \), and then a m*n matrix X can be constructed with all the observation as follows:

\[
X = \begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_m
\end{bmatrix} = \begin{bmatrix}
X_{11} & X_{12} & \cdots & X_{1n} \\
X_{21} & X_{22} & \cdots & X_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
X_{m1} & X_{m2} & \cdots & X_{mn}
\end{bmatrix}.
\]
Then based on Matrix X, the standardized matrix \( X^* \) can be obtained by the following procedure.

\[
X^* = \begin{bmatrix}
X^*_1 \\
X^*_2 \\
\vdots \\
X^*_m
\end{bmatrix}
= \begin{bmatrix}
X_{11}^* & X_{12}^* & \cdots & X_{1n}^* \\
X_{21}^* & X_{22}^* & \cdots & X_{2n}^* \\
\vdots & \vdots & \ddots & \vdots \\
X_{m1}^* & X_{m2}^* & \cdots & X_{mn}^*
\end{bmatrix}
\]  

(2)

Where \( X^* = \left( x_{i1}, x_{i2}, \cdots, x_{ij} \right) \) is the value of the element in the \( X^* \) after standardizing, \( \bar{x}_{ij} = (1/n) \sum_{i=1}^{m} x_{ij} \) and \( \text{var}(x_j) = (1/(n-1)) \sum_{i=1}^{n} (x_{ij} - \bar{x}_{ij})^2 \) is the average value and the variance of the jth column of matrix X respectively, for \( i \in \{1, 2, \ldots, m\} \) and \( j \in \{1, 2, \ldots, n\} \).

**Step 2.** Therefore, the correlation matrix \( R \) based on the matrix \( X^* \) can be obtained.

\[
R = \begin{bmatrix}
r_{11} & r_{12} & \cdots & r_{1n} \\
r_{21} & r_{22} & \cdots & r_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
r_{n1} & r_{n2} & \cdots & r_{nn}
\end{bmatrix}
\]  

(3)

Where the value of element \( r_{ij} \) in the matrix \( R \) can be calculated as follows:

\[
r_{ij} = \frac{\sum_{k=1}^{m} (x_{ki}^* - \bar{x}_{ki})(x_{kj}^* - \bar{x}_{kj})}{\sqrt{\sum_{k=1}^{m} (x_{ki}^* - \bar{x}_{ki})^2 \sum_{k=1}^{m} (x_{kj}^* - \bar{x}_{kj})^2}}
\]  

(4)

Where \( x_{ki}^*, x_{kj}^* = (1/n) \sum_{j=1}^{n} x_{ij}^* \), for \( i \in \{1, 2, \ldots, m\} \) and \( j \in \{1, 2, \ldots, n\} \).

**Step 3.** The n eigenvalues \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n > 0 \) of matrix \( R \) and the corresponding n eigenvectors \( a_1, a_2, \ldots, a_n \) can be obtained,

\[
a_1 = \begin{bmatrix}
a_{11} \\
a_{21} \\
\vdots \\
a_{n1}
\end{bmatrix}, \quad a_2 = \begin{bmatrix}
a_{12} \\
a_{22} \\
\vdots \\
a_{n2}
\end{bmatrix}, \quad a_n = \begin{bmatrix}
a_{1n} \\
a_{2n} \\
\vdots \\
a_{nn}
\end{bmatrix}
\]  

(5)

N principal components is obtained:
\[ F_i = a_{i1} \times X^*_1 + a_{i2} \times X^*_2 + \ldots + a_{in} \times X^*_n, (i = 1, 2, \ldots, n). \] (6)

**Step 4.** Compute the contribution rate \( CR_i \) and the accumulative contribution rate \( ACR_i \) of each principal component \( F_i \) \((i = 1, 2, \ldots, n)\), respectively:

\[
CR_i = \frac{\lambda_i}{\sum_{k=1}^{n} \lambda_k}, \quad (7)
\]

\[
ACR_i = \sum_{j=1}^{i} CR_k.
\]

Usually the top \( t \) principal components are retained. \( F_1, F_2, \ldots, F_t \), which correspond to the eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_t \), and the corresponding accumulated contribution rate should satisfy that \( ACR - t \geq 85\% \).

**Step 5.** Through plugging the elements in the matrix \( X^* \) into the expression of \( t \) principal components, the score matrix \( F \) can be obtained.

\[
F = \begin{bmatrix}
F_{11} & F_{12} & \cdots & F_{1t} \\
F_{21} & F_{22} & \cdots & F_{2t} \\
\vdots & \vdots & \ddots & \vdots \\
F_{m1} & F_{m2} & \cdots & F_{mt}
\end{bmatrix}, \quad (8)
\]

Where \( F_{ij} = a_{ij} x^*_j \) for \( \{i, j\} \in \{1, 2, \ldots, m\} \) and \( \{j\} \in \{1, 2, \ldots, t\} \).

Therefore, the original matrix \( X \) has been transformed into matrix \( F \) that has reduced dimensionally, while not losing much information of the original data.

**Step 6.** The score matrix \( F = \begin{bmatrix} F_{ij} \end{bmatrix} m \times t \) is a \( m \times t \) matrix, the \( i^{th} \) samples total points (TP), \( TP_i = \sum_{j=1}^{t} F_{ij} \times CR_j \) can be obtained, where \( CR_j \) is the \( j^{th} \) eigenvalues contribution rate.

### 2.3.2. Fast Fourier Transform

The Fast Fourier Transform (FFT) is used as a noise reduction mechanism during image processing. The FFT is a computational efficient algorithm used to compute the Discrete Fourier Transform (DFT) and its inverse (IDFT). The FFT algorithm reduces the computational burden to \((O N \log N)\) arithmetic operations. The FFT is a computational efficient method of generating a Fourier transform (Asiedu et al., 2016).

The first stage in execution of FFT during image processing is to compute the Discrete Fourier Transform. The DFT of a column vector, \( m_{jk} \) is represented mathematically as:

\[
m_{jk}^* = \text{DFT} \left\{ m_{jk} \right\} = \sum_{s=0}^{p-1} m_{jk} e^{-i(2\pi s/p)}, \quad (9)
\]

Where \( s = 0, 1, \ldots, p - 1, j = 1, 2, \ldots, n \) and \( i = \sqrt{-1} \).
Where $m_{jk}$ is the $k$th column of the image matrix. For an image matrix of order $4$, $p = 4$ and $s = 0, 1, 2, 3$. The DFT becomes;

\[
\begin{align*}
  m_{j0k}^* &= m_{j0k}^* e^{-j\pi/2} + m_{j1k}^* e^{-j2\pi/2} + m_{j2k}^* e^{-j4\pi/2} + m_{j3k}^* e^{-j6\pi/2}, \\
  m_{j1k}^* &= m_{j0k}^* e^{-j\pi/2} + m_{j1k}^* e^{-j2\pi/2} + m_{j2k}^* e^{-j4\pi/2} + m_{j3k}^* e^{-j6\pi/2}, \\
  m_{j2k}^* &= m_{j0k}^* e^{-j\pi/2} + m_{j1k}^* e^{-j2\pi/2} + m_{j2k}^* e^{-j4\pi/2} + m_{j3k}^* e^{-j6\pi/2}, \\
  m_{j3k}^* &= m_{j0k}^* e^{-j\pi/2} + m_{j1k}^* e^{-j2\pi/2} + m_{j2k}^* e^{-j4\pi/2} + m_{j3k}^* e^{-j6\pi/2}.
\end{align*}
\]  

(10)

Therefore,

\[
\begin{bmatrix}
  m_{j0k}^* \\
  m_{j1k}^* \\
  m_{j2k}^* \\
  m_{j3k}^*
\end{bmatrix} =
\begin{bmatrix}
  e^{-j\pi/2} & e^{-j2\pi/2} & e^{-j3\pi/2} & e^{-j4\pi/2} \\
  e^{-j\pi/2} & e^{-j2\pi/2} & e^{-j3\pi/2} & e^{-j4\pi/2} \\
  e^{-j\pi/2} & e^{-j2\pi/2} & e^{-j3\pi/2} & e^{-j4\pi/2} \\
  e^{-j\pi/2} & e^{-j2\pi/2} & e^{-j3\pi/2} & e^{-j4\pi/2}
\end{bmatrix}
\begin{bmatrix}
  m_{j0k} \\
  m_{j1k} \\
  m_{j2k} \\
  m_{j3k}
\end{bmatrix}
\]  

(11)

And

\[
\begin{bmatrix}
  m_{j0k}^* \\
  m_{j1k}^* \\
  m_{j2k}^* \\
  m_{j3k}^*
\end{bmatrix} =
\begin{bmatrix}
  1 & 1 & 1 & 1 \\
  1 & -i & -1 & i \\
  1 & -1 & 1 & -1 \\
  1 & i & -1 & -i
\end{bmatrix}
\begin{bmatrix}
  m_{j0k} \\
  m_{j1k} \\
  m_{j2k} \\
  m_{j3k}
\end{bmatrix}
\]  

(12)

The next stage is to compute the Inverse Discrete Fourier Transform (IDFT). The IDFT is given by:

\[
m_{jk} = \text{IDFT} \{ m_{jk}^* \} = \frac{1}{p} \sum_{r=0}^{p-1} m_{jk}^* e^{i(2\pi r/p)},
\]  

(13)

For $p = 4$ the IDFT is given by:

\[
\begin{bmatrix}
  m_{j0k} \\
  m_{j1k} \\
  m_{j2k} \\
  m_{j3k}
\end{bmatrix} = \frac{1}{4}
\begin{bmatrix}
  e^{-j\pi/2} & e^{-j2\pi/2} & e^{-j3\pi/2} & e^{-j4\pi/2} \\
  e^{-j\pi/2} & e^{-j2\pi/2} & e^{-j3\pi/2} & e^{-j4\pi/2} \\
  e^{-j\pi/2} & e^{-j2\pi/2} & e^{-j3\pi/2} & e^{-j4\pi/2} \\
  e^{-j\pi/2} & e^{-j2\pi/2} & e^{-j3\pi/2} & e^{-j4\pi/2}
\end{bmatrix}
\begin{bmatrix}
  m_{j0k}^* \\
  m_{j1k}^* \\
  m_{j2k}^* \\
  m_{j3k}^*
\end{bmatrix}
\]  

(14)

And

\[
\begin{bmatrix}
  m_{j0k} \\
  m_{j1k} \\
  m_{j2k} \\
  m_{j3k}
\end{bmatrix} = \frac{1}{4}
\begin{bmatrix}
  1 & 1 & 1 & 1 \\
  1 & i & 1 & -i \\
  1 & 1 & -1 & 1 \\
  1 & -i & 1 & i
\end{bmatrix}
\begin{bmatrix}
  m_{j0k}^* \\
  m_{j1k}^* \\
  m_{j2k}^* \\
  m_{j3k}^*
\end{bmatrix}
\]  

(15)
2.3.3. Independent Component Analysis

Independent component analysis (ICA) is a multivariate data analysis method that, gives a linear mixture of statistical independent sources and recovers these components by producing an unmixing matrix (Varshney and Arora, 2004). A problem setting of ICA is as follows: Assume there is an L-dimensional Zero-mean non-Gaussian source vector $s(n) = [s_1(n), ..., s_L(n)]^T$, such that the components $S_i(n)$ are mutually independent and an observed data vector $x(n) = [x_1(n), ..., x_N(n)]$ is composed of linear combinations of sources $S_i(n)$ at each time point $n$, such that

$$X(n) = As(n)$$

(16)

Where $A$ is a full rank $N \times L$ matrix where $L \leq N$. The goal of ICA is to find a linear mapping $W$ such that each component of an estimate $u$ of the source vector is independent as possible.

$$u(n) = WX(n) = WAs(n)$$

(17)

The original sources $s(n)$, are exactly recovered when $W$ is the pseudo-inverse of $A$ up to some scale changes and permutations. For a derivation of an ICA algorithm, one usually assumes that $L=N$, because there is no idea about the number of sources. In addition, sources are assumed to be independent of time $n$ and are drawn from independent identical distribution $p_i(s_i)$ (Kawn and Kim, 2006).

2.3.4. Minimum Noise Fraction

Minimum noise fraction (MNF) is a well-known technique for hyper spectral imagery denoising. It transforms a noisy data cube into output channel images with steadily increasing noise levels, which means that the MNF output images contain steadily decreasing image quality (Lou et al., 2016). In a common practice, MNF components with eigenvalue less than 1 such as noise are usually excluded from the data in order to improve the subsequent spectral processing results, since Eigen images with near unity eigenvalues are normally noise dominated (Qiu et al., 2006).

3. Classification

After applying FFT-PCA method on OLI bands, three dimensionality reduction algorithms (PCA, ICA, MNF) applied on this fused image and regarding field surveys and visual interpretation of the images, a total of 8 classes including water bodies, snow, rich range lands, poor range lands (degraded), agricultural lands, fallow, bare lands and settlement were selected and training data of each other were taken from the images. A total of 150 training samples for each class were selected from the images after applying the FFT-PCA-PCA, FFT-PCA-ICA and FFT-PCA-MNF methods. After using this method, the separability of the samples was evaluated using the Jeffris Matusita index.

Support vector machine is a useful technique for data classification (Abbasi et al., 2015). A classification task usually involves separating data into training and testing sets. Each instance in the training set contains one “target value” (i.e. the class labels) and several “attributes” (i.e. the features or observed variables). The goal of SVM is to produce a model (based on the training data) which predicts the target values of the test data given only the test data attributes (Hsu et al., 2003).
Given a training set of instance label point \((x_i, y_i), i = 1, ..., l\) where \(x_i \in \mathbb{R}^n\) and \(y_i \in \{1, -1\}\), the support vector machine (SVM) requires the solution of the following optimization problem:

\[
\min_{w,b,\varepsilon} \frac{1}{2} w^T w + C \sum_{i=1}^{l} \varepsilon_i \\
\text{Subject to } y_i (w^T \phi(x_i) + b) \geq 1 - \varepsilon_i, \quad \varepsilon_i \geq 0.
\]

Here the training vector \(x_i\) is mapped into a higher (maybe infinite) dimensional space by the function \(\phi\). SVM finds a linear separating hyperplane with the maximal margin in this higher dimensional space. \(C > 0\) is the penalty parameter of the error term. Furthermore, \(K(x_i, x_j) = \phi(x_i)^T \phi(x_j)\) is called the kernel function. Though new kernels are being proposed by researchers, beginners may find in SVM books the following four basic kernels:

- **Linear**: \(K(x_i, x_j) = x_i^T x_j\).
- **Polynomial**: \(K(x_i, x_j) = (\gamma x_i^T x_j + r)^d, \gamma > 0\).
- **Radial Basis Function (RBF)**: \(K(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2), \gamma > 0\).
- **Sigmoid**: \(K(x_i, x_j) = \tanh(\gamma x_i^T x_j + r)\).

Here, \(\gamma, r\) are kernel parameters.

4. Results and Discussion

Jefrries Matusita index that was tested for ROIs separabilities showed that all of the classes had good separabilities (>1.90), which is shown in Table (2). Therefore, the samples have a low correlation with each other, and many of the samples are not correlated at all, which indicates the high accuracy of the training samples taken for image classification. The panchromatic and multispectral bands of OLI sensor were fused based on FFT-PCA method. Figure (2), shows the result of OLI bands fusion with FFT-PCA method.

<table>
<thead>
<tr>
<th>Water bodies</th>
<th>Snow</th>
<th>Rich range land</th>
<th>Poor range land</th>
<th>Agriculture</th>
<th>Fallow</th>
<th>Bare</th>
<th>settlement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water bodies</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Snow</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Rich range land</td>
<td>2</td>
<td>2</td>
<td>1.99</td>
<td>1.99</td>
<td>1.99</td>
<td>1.99</td>
<td>2</td>
</tr>
<tr>
<td>Poor range land</td>
<td>2</td>
<td>2</td>
<td>1.99</td>
<td>2</td>
<td>1.97</td>
<td>2</td>
<td>1.97</td>
</tr>
<tr>
<td>Agriculture</td>
<td>2</td>
<td>2</td>
<td>1.99</td>
<td>2</td>
<td>1.93</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Fallow</td>
<td>2</td>
<td>2</td>
<td>1.99</td>
<td>2</td>
<td>1.93</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Bare</td>
<td>2</td>
<td>2</td>
<td>1.99</td>
<td>1.97</td>
<td>2</td>
<td>2</td>
<td>1.99</td>
</tr>
<tr>
<td>settlement</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.99</td>
</tr>
</tbody>
</table>
Three dimensionality reduction algorithms (PCA, ICA, MNF), were applied on the fused image to evaluate the effect of this algorithm on classification accuracy. The classification of images based on FFT-PCA-PCA, FFT-PCA-ICA and FFT-PCA-MNF methods was performed using a Support Vector Machine (SVM), algorithm with a radial kernel. Figures (3-5), show the classification result of images based on each dimensionality reduction algorithms.

**Figure 2.** Fusion of OLI panchromatic and multispectral bands based on FFT-PCA method

**Figure 3.** FFT-PCA-PCA based radial SVM classification
Figure 4. FFT-PCA-MNF based radial SVM classification

The results showed that FFT-PCA-ICA method have the lowest accuracy among the other two. This method has 86.9% and 0.84 overall accuracy and Kappa coefficient respectively. Also FFT-PCA-PCA method has an overall accuracy of 89% and Kappa coefficient of 0.91. The FFT-PCA-
MNF method has the highest accuracy among the other two DR methods in OLI data classification and has 96.8% and 0.96 overall accuracy and Kappa coefficient respectively. Table (3) shows the accuracy assessment of DR methods classification.

<table>
<thead>
<tr>
<th>Table 3. Overall accuracy and Kappa coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>FFT-PCA-ICA</td>
</tr>
<tr>
<td>FFT-PCA-PCA</td>
</tr>
<tr>
<td>FFT-PCA-MNF</td>
</tr>
</tbody>
</table>

Produce accuracy and user accuracy of DR methods based classification is shown in Table (4).

<table>
<thead>
<tr>
<th>Table 4. Produce accuracy and User accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Bare land</td>
</tr>
<tr>
<td>Rich rangeland</td>
</tr>
<tr>
<td>Water bodies</td>
</tr>
<tr>
<td>Settlement</td>
</tr>
<tr>
<td>Snow</td>
</tr>
<tr>
<td>Agricultural land</td>
</tr>
<tr>
<td>Fallow</td>
</tr>
<tr>
<td>Poor range land</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper has shown the FFT-PCA-DR based image classification accuracy assessment based on OLI data. The performance of SVM classification based on dimensionality reduction algorithms was quite good on OLI data classification. The overall accuracy and Kappa coefficient values range from 86.9% to 96.8% and 0.84 to 0.96 respectively, showed the effect of selected methods on final classification accuracy. Most of the classes are better classified when MNF DR method selected to SVMs input. The better noise reduction in MNF method may account for the better performance of an OLI data classification. Among the PCA and ICA methods, the ICA has a low performance because of its non-Gaussian nature that developed for hyperspectral data. In comparison to the related research (Lou et al., 2016; Sahisi and Krishna; Bashirpour et al., 2017), in this study, in addition to comparing three common methods of reducing data dimensions, a hybrid method has also been used to integrate data in order to increase the accuracy of data extraction from OLI data. In most studies conducted in this regard, the PCA, ICA, and MNF methods are used for hyper
spectral data that comparison of these three methods to multi-spectral data along with the FFT-PCA method is the strength of this research and distinguishes it from consistent researches.
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Abstract

The earth surface is itself a complex system, and land cover variation is a complex process influenced by the interference of variables. In this study, the data of Sentinel 2 for 2017 and 2016 were processed and classified to study the changes in the Andika area. After discovering vegetation changes between two images over the mentioned time, vegetation increased by 661.74 hectares. Multiple regressions have been used to identify factors affecting vegetation changes. Multiple regressions can explain the relationship between vegetation changes and the factors affecting them. In order to investigate the factors affecting vegetation change, altitude data, distance from the road, distance from residential areas of the village and river were introduced into regression equation. Since this method uses three parameters such as Pseudo-R\textsuperscript{2} and Relative Operation Characteristic (ROC), 0.23, and 0.696 values for the above parameters, which indicates that the model is in good agreement. The results of regression analysis show that linear composition of height variable as independent variables in comparison with other parameters has been able to estimate vegetation change. Subsequently, by using two classified pictures of 2017 and 2016, the amount of vegetation changes was calculated, and Markov chain method was used for 2018 forecast changes.
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1. Introduction

On a global scale, population growth can be considered as the main reason for changing the land use. Paying attention to the patterns, the trend of landscape changes to understand the dynamics of vegetation, sustainable conservation and assessment of management approaches is necessary. In recent years, much attention has been paid to changes in land cover, land use and vegetation change. Forecasting and modeling of land cover changes, such as urban development, deforestation, etc. are considered as a powerful tool for managing natural resources and monitoring environmental changes. These changes reflect how are human interactions with the environment and its modeling influences large-scale decision-making and planning (Aslani Moghadam, 2012).

Some phenomena and complications of the earth's surface, such as vegetation, have changed over time due to natural or human factors, which affects the ecosystem's condition and performance. Therefore, the need to detect, predict and care for such changes in an ecosystem is of great importance. In addition, acquiring knowledge about vegetation and its effective factors in soil management plays an important role. Today, the production of a detailed vegetation map is one of the most important tools in design and development. It is usually difficult and limited to monitor vegetation on a global or regional scale. Because traditional and old data is collected from small location at different time interval, which differ in terms of type and credit rating (Pettorelli et al., 2005). Remote sensing technology is a very useful tool that can be used to obtain information layers from soil and vegetation (Adamchuk et al., 2004). Features such as providing a broad and integrated view of a region, the ability to repeat, the ease to use information, and the high accuracy of the resulting information and saving time are the features used to examine vegetation. Accordingly, many researchers have used remote sensing data to study vegetation and this technique is suitable for such studies (Pettorelli et al., 2005; Huete and ustin, 2004). TheNormalized Difference Vegetation Index (NDVI) has been beneficial in many studies. This indicator is based on the fact that the chlorophyll in the plant can absorb red light and reflect the mesophilic layer of the near-infrared light.

This index is calculated using the NDVI formula (Equation 1) and its value varies between 1+ and -1. The negative values in this index indicate the absence of vegetation (Pettorelli et al., 2005; Adamchuk et al., 2004; Al-Madrasi Al-Husseini, 2013). The value of this indicator is influenced by the factors that awareness of them play an important role in vegetation studies. In this research, multiple regression has been used to identify the factors influencing vegetation changes. The Normalized Vegetation Index= (TM4-TM3)/ (TM4+TM3)  

One of the tools used by planners to control the process of changing forests cover is regression relations, given that environmental science deals with various phenomena. Therefore, in regression issues, multiple regressions are of great importance (Bihamta and Zare Chahui, 2011). Multiple linear regressions are available to analyze the relationship between multiple variables. In multiple linear regressions there is an assumption of the existence of linear relationship between dependent variables and independent variables (Salman Mahini et al., 2012). Using remote sensing data and linear regression equation in GIS environment provides a better understanding of how to change
forest cover and determine the effecting factors. Jafarzadeh and Arkhi (2012), simulated destruction in the northern forests of Ilam, they aimed to predict the spatial distribution of deforestation and the identification of its effective factors in the northern forests of Ilam province. In order to estimate the spatial distribution of deforestation, the logistic regression method was used for modeling. Modeling results showed that deforestation is the most commonly found phenomenon in discrete forest coverages and in areas near forest and non-forest boundaries (Miranda et al., 2012). Modeling regions are susceptible to forest cover changes using logistic regression in the rain forest of northern Mexico. The results showed that forests in the study area are highly susceptible to degradation and change in utilization, which is a major factor in increasing the population and unnecessary use of forest resources in the region. The study of land cover change in Isfahan area was carried out during the years 1987 to 1998 (Safiyanian, 2009). The results indicated that the ground level of agriculture has undergone significant changes. In another study in Isfahan, population growth has been the main factor in reducing vegetation cover and increasing residential utilization (Zairi Amirani and Safiyanian, 2010). In the country, limited research has been done on coastal land changes. In a study of land change in Aslouyeh coastal area shows that under the influence of land changes, the erosion and sediment of the area have changed dramatically (Na'im Nezam et al., 2010). Also, remote sensing is an appropriate tool for monitoring coastal land changes (Ghazalfali and Alawafanah, 2010). A variety of studies have been done to simulate coating changes using the CA-Markov model. These include studies in the prediction of the land cover situation in Isfahan (Fallahtakar et al., 2009) simulation of land cover changes in the Gorganroud area, (Sheikh Goodarzi et al., 2013) and the study of vegetation changes (Chang et al., 2006; López et al., 2001; Sang et al., 2011).

Therefore, considering the importance of the study of vegetation changes, as well as the determination of coordinated and integrated planning for sustainable use of land resources, the present research intends to study the trend of vegetation changes over environmental factors by determining the land cover changes in the Andika city, using satellite data and the time trend of vegetation changes using the logistic regression.

The distinction between the present study and previous study in this model, while identifying the positive or negative effects of each variable on the presence and absence of effective factors, can identify variables that have a greater effect on the behavior of vegetation changes (Sensitization). The present study intends to use the satellite data to model landslide changes in the Andika city, and to prepare spatial distribution of changes map and to fit the Logistic regression model to investigate the vegetation change and map the probability of vegetation change in the study area. The general objective of this research is to identify the factors affecting vegetation change and predict vegetation changes in the forested area of Indica in northern Khuzestan province.
2. Materials and Methods

2.1. Realm of research

Andika is located between 49 degrees and 53 minutes to 49 degrees and 52 minutes east longitude from Prime Meridian (Greenwich) and 31 degrees and 43 minutes to 32 degrees and 39 minutes north latitude from the equator in the eastern part of Khuzestan province. The area of the Andika city is 2336 km$^2$ and the altitude of the sea level is approximately 800 meters. The elevation is between 400 and 3000 meters above sea level. The average temperature is 50°C in July, and the average temperature is 6°C in January and the average annual precipitation is 400 mm in the form of rain and hail; and snow in the highlands of the region. The amberthermic curve shows that the region has no rainfall since late spring to early autumn (Figure 1).

![Geographical location of the study area](image)

Figure 1. Geographical location of the study area

2.2. Research Method

Land changes have been studied for many years. However, the advent of satellite imagery and land-based techniques has opened a new dimension to review and evaluate land change patterns (Matsushita et al., 2007). Geographic information system and remote sensing data can be used as a tool for analysis and provide accurate results (Aronov, 2013). The multivariate feature of satellite imagery for assessing changes is widely been used in environmental review, land cover change assessments, forest surveys, and urban studies which plays an important role in many areas of application (Zebiri and Majd, 2001).

In this research, in order to achieve quantitative and qualitative changes in vegetation changes in the Andika region, the normalized difference index data (an indicator based on the band ratio) was
extracted from Sentinel satellite images of 2016 and 2017. This index is calculated using the formula (equation 1) and its value varies between numbers +1 and -1. Negative values in this index indicate the absence of vegetation (Aslani Moghadam, 2012; Almodaresi Al-Husseini, 2015). In this study, in order to study vegetation changes as an associated variable and digital elevation data from the sea level, distance from the road, distance from residential areas of the village and river as effective parameters in vegetation change process as independent variables in establishing multiple linear regression. The regression equation shows each of the independent variables and the constant coefficient. The constant coefficient represents the value of the dependent variable at the time when all independent variables have zero values. Regression coefficients show the effect of each independent variable on the dependent variable. R represents the multiple correlation coefficients between dependent variables and independent variables. R² indicates the variability of the dependent variable based on all independent variables. Using the determination coefficient, it is determined how much is variable variation dependent on the independent variable. Several methods for analyzing the time series of images, such as principal components analysis, wavelet analysis, Fourier analysis, are proposed. These methods allow the change process to be interpreted only between two periods (e.g. between years or stages of growth), which makes analysis dependent on the choice of these courses. Additionally, changing the time series that occurs with seasonal variations of temperature and rainfall, the techniques of detecting changes focuses on minimizing seasonal variations over a particular period in a year. In order to predict forest area changes, the CA-Markov model was used. Markov chain analysis describes land-use changes from one period to another and uses them as a basis for mapping future changes. CA-Markov is an important issue in Markov’s analysis and there is no spatial element in this modeling (Mahdavi et al., 2015).

In fact, the Markov model focuses on quantity in predicting land changes. The spatial parameters in this model are weak and different types of land cover variations are not recognized in spatial patterns (Sang et al., 2011). The automated CA network will be used to add the location element to the model. CA has the capability to locate spatially-temporal dynamics in combination with sophisticated spatial systems, with a good location-based detection capability. The CA-Markov model combines the ability of Markov and CA which is well-suited for predicting spatial and temporal series. Thus, the CA-Markov model provides a better simulation of spatial and temporal patterns of land cover variations in a given amount and location (Sang et al., 2011). In this study, the CA-Markov model integrated with the Idrisi program was used to simulate forest cover change.

Several software applications have been used in this research. Among them are: 1. ENVI4.8 and SNAP software for geo-referencing images and production of vegetation map and classification. 2. EDRISI software for applying the LCM model, mapping the vegetation changes, preparation of independent variables, and also studying the potential of vegetation change due to independent factors. 3. ArcGIS10.2 for cutting the area.
3. Results

3.1. Change detection

The discovery of changes has been one of the major applications of measuring sensitivity. With the repetition of the remote sensing data of different times, it is possible to detect and verify the dynamic variable phenomena in the environment. Identifying an appropriate method for detecting changes in the region to generate good results is a crucial element in detecting changes (Matsushita et al., 2007). In this study, NDVI method was used to detect the vegetation changes.

Image 2 has latitude of 290 km and a precision of 10 meters. First, two geometric corrections were made for 2016 and 2017, and then the desired range was clipped, used to cut a layer of a vector in the ENVI4.8 software. Then, NDVI from the desired areas was created and classified for each image (Figure 2).

The NDVI value varies between +1 and -1. The negative values in this index indicate water and values from 0 to 0.2 are the soil classes (the first class is from -1 to 0.2 which means the vegetation is absent) and the values of 0.2 to 1 are attributed to the vegetation class. The classification results showed that in 2016, the total surface area of the region was about 35884.78 hectares covered by vegetation, while in 2017 vegetation class were about 35223.04 hectares (Table 1).

![Figure 2. Classification of vegetation in the Andika region](image)

<table>
<thead>
<tr>
<th>User classes</th>
<th>Non vegetation cover</th>
<th>vegetation cover</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area of 2016 (Hectare)</td>
<td>128489.42</td>
<td>35884.78</td>
<td>164374.2</td>
</tr>
<tr>
<td>Area of 2017 (Hectare)</td>
<td>129151.16</td>
<td>35223.04</td>
<td>164374.2</td>
</tr>
<tr>
<td>Level of changes</td>
<td>661.74</td>
<td>-661.74</td>
<td></td>
</tr>
<tr>
<td>(Hectare)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage change</td>
<td>0.402581</td>
<td>0.40258</td>
<td></td>
</tr>
<tr>
<td>versus total</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The results of the comparison between the two maps indicates that 661.74 hectares of vegetation areas have been reduced. The change is shown in Figure 3 and the changes in the vegetation cover are shown in Figure 4.

![Figure 3. Map of vegetation changes in the Andika region](image)

![Figure 4. Vegetation changes in the Andika region between 2017 and 2016](image)

<table>
<thead>
<tr>
<th>User classes</th>
<th>Changes (Hectare)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non vegetation cover to vegetation cover</td>
<td>10604.48</td>
</tr>
<tr>
<td>Vegetation to the Non vegetation cover</td>
<td>11266.22</td>
</tr>
<tr>
<td>Total</td>
<td>21870.7</td>
</tr>
</tbody>
</table>

The study area with an area of 2187.7 hectares has been observed which shows that 11266.22 hectares of the vegetation cover area has been destroyed and 10604.48 hectares of land has changed to vegetation.

3.2. Multiple regressions

Empirical estimation methods, using statistical techniques, models the relationship between the forest cover reduction and the influencing factors. Logistic regression is one of the experimental
models that fit the probabilistic model between forest cover reduction (as dependent variable) and its effective factors (as an independent variable). Based on this model, one can explain the relationship between variables, estimate the relative importance of index variables and map (Kamyab et al., 2010).

After determining the location and extent of vegetation changes, multiple linear regressions assume a linear relationship between dependent and independent variables. With a number of independent variables, the linear multiple regression equation will be (Relationship 2). In logistic regression, the null hypothesis is that the probability of obtaining a certain value of a nominal variable in relation to a measured variable is not, or indeed, the linear gradient that expresses the relationship between the measurement variable and the probability of a nominal variable is zero. Logistic regression is followed by an equation that predicts the value of the variable Y for each value of the X variable. Here, the dependent variable Y is not directly measured; instead the probability of obtaining a certain value of it is investigated. This probability is between zero and one variable, although this value cannot be directly entered in the regression (Shojaeai et al., 2017).

\[ Y = a + b_1 x_1 + b_2 x_2 + ... + b_n x_n \]  

(2)

In the process of modeling with the logistic regression that is done in the Idrisi software, a map will eventually result in a model showing the potential for vegetation changes for 2016 and 2017. A file that contains information on modeling results, the weight of independent variables and indicators for assessing the logistic regression model are presented along with the output map of the model (Figure 5).

3.3. Assessing the logistic regression

Recently, the developing world has experienced unprecedented growth in urban areas which has a significant impact on land use intensification. Therefore, modeling and predicting changes for planning natural resource conservation advocates is crucial for setting up a sustainable development strategy, whose main goal is to identify the factors and the process of changes (Kamyab et al., 2010). Indicators for evaluation of logistic regression model the ROC index is expressed numerically between 0-1 which is obtained from the ROC curve. When there is a perfect match between the actual map and the map from the model. The ROC index is equal to one and The value of 0.5 for this indicator expresses the randomness of the positions and shows that the value of the cells in the prediction map is created in the form of random positions (Mirza'i Zadeh et al., 2016). The use of the Pseudo-R2 index in the logistic regression model for the fit test of the model was confirmed by McFadden 1973 Domnick and McFadden 1975 and Clarke and Hawking 1986 (Mesgari and Ranjbar, 2003; Domencich and McFadden, 1975; Clark and Hosking, 1986). According to the study, the Pseudo-R2 acceptable rate for verifying the satisfaction of the model ranges from 0.2-0.4 (Mirza'i Zadeh et al., 2016).

\[ \text{logit (lcM Train Non vegetation cover to vegetation)} = -1.6322 + 1.489921 \times \text{contour} - 0.354199 \times \text{road} - 1.626083 \times \text{river} - 0.434008 \times \text{village} \]  

(3)
The Distance from urban and rural residential areas and also the distance from the road and the river were considered as independent variables. Then, the linear multiple regression relationship between vegetation changes was established as a dependent variable with the above parameters, which is shown in Table 3. Regression coefficients show the effect of each independent variable on the dependent variable.

Table 3. Multiple Regression Model Linear Results

<table>
<thead>
<tr>
<th>Adjusted Odds Ratio</th>
<th>ROC</th>
<th>Chi-square</th>
<th>Pseudo R-square</th>
<th>B4x4</th>
<th>B3x3</th>
<th>B2x2</th>
<th>B1x1</th>
<th>A</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4797</td>
<td>0.696</td>
<td>5402.3866</td>
<td>0.23</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.4899</td>
<td>-1.6322</td>
<td>Y1</td>
</tr>
</tbody>
</table>

Village River Road Height y-intercept Vegetation changes

Figure 5. Output map of Logistic Regression Model (Potential of non-vegetation cover conversion to vegetation)

Since this method uses three parameters such as Pseudo-R², ROC, there is a value of 0.23, 0.696 obtained for the above parameters that represents the good fit of the resulting model with reality (Almodaresi Al-Husseini, 2015). Using the coefficient of determination, it is determined how much is change dependent on the independent variable. According to the coefficient determined with a probability of 0.696, vegetation cover per hectare has been created by independent variables. It can be said that the error rate of 10% indicates that the probability of the model error is 49969.7 hectares. The ROC value for the present study was 0.696. This statistic is an appropriate statistic for assessing the validity of the model and can be used to compare the actualized image. Value 1 represents the complete spatial agreement and value of 50% represents a low agreement of the model with reality (Salman Mahini et al., 2012).
3.4. Model sensitivity

In order to determine the importance of independent variables, the sensitivity of the model (regression equation of soil changes to vegetation) has been studied. The sensitivity of the multiple linear regression model is such that and after the implementation of the model with a complete data series, the model is restored to the number of independent variables. Now, the difference in each stage is the model of one of the independent variables which is eliminated and the model with the remaining independent variables is performed (Courage and Aniya, 2009). The advantage of this is in sensitizing the variables and discovering the effect of the variables in the final model. After each iteration, the coefficient of model determination is extracted and based on the obtained difference with the complete data series, the independent variable is calculated (Figure 5). The variables of distance from height have a determinant effect on the performance of the model because by deleting these variables, the coefficient index determines a significant decrease (Salman Mahini et al., 2012).

<table>
<thead>
<tr>
<th>Deleted independent variable</th>
<th>Variable coefficient</th>
<th>Deleted independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect model</td>
<td>0.696</td>
<td>1</td>
</tr>
<tr>
<td>Village</td>
<td>0.6299</td>
<td>2</td>
</tr>
<tr>
<td>Road</td>
<td>0.5937</td>
<td>3</td>
</tr>
<tr>
<td>River</td>
<td>0.6442</td>
<td>4</td>
</tr>
<tr>
<td>Height</td>
<td>0.5904</td>
<td>5</td>
</tr>
</tbody>
</table>

**Chart 1.** Relationship between ROC and independent variable

With enough information on how to change the city and the process of vegetation change, better plan can be mastered on how to expand the city and vegetation in future. The area of Andika includes a metropolitan area on a hillside and the villages scattered around the city. Since the height
is a deterrent factor of urban development, this model does not consider the mountainous areas susceptible to agriculture. Mountain range areas are more agricultural in terms of their location and the greatest potential for changing vegetation is in the bulk. The sensitivity of the model shows that the height of the mountains has the largest effect on vegetation change and oak shoots are mostly concentrated in mountain heights Figure 6.

![Image](https://via.placeholder.com/150)

**Figure 6.** Map of change potential in the Andika region along with factors affecting vegetation change

3.5. Predicting Markov chain model changes

There are models of land cover variations, including mathematical and statistical equations, systematic models, randomized models, and automated cell-based models (Sheikh Goodarzi et al., 2013). CA-Markov is a hybrid model of automated cells 4 and Markov system 1. The CA-Markov model is a suitable method for time and space modeling of land covers variations because GIS and remote sensing can be combined with other sciences (Courage and Aniya, 2009). In this regard, remote sensing can be used to prepare a forest plan and monitor spatial and temporal patterns. Satellite images are the best sustainable resource with up-to-date spatial data to estimate deforestation. The Markov chain was presented by a Russian mathematician Andrei A. Markov in 1907. The Markov process is used when the future status of a system can be modeled in general on the basis of the pre-existing state of the system. This method which is now considered as an important method in geographic research, is usually used to predict geographic characteristics with subsequent disruptions (Sang et al., 2011). Markov chain analysis expresses changes in land cover from one period to another, and uses it as the basis for mapping future changes. This work uses the development of a matrix of probability from time one to time two (salman Mahini, et al., 2009). The forecast of land cover changes is calculated as follows:

\[
S(t+1) = P_{ij} * S(t)
\]  

(4)
Pij = \[P_{11} \ P_{12} \ \ldots \ P_{1n} \\
  P_{21} \ P_{22} \ \ldots \ P_{2n} \\
   \ldots \ \ldots \ \ldots \ \ldots \\
  P_{n1} \ P_{n2} \ \ldots \ P_{nn} \]\n
(0 \leq P_{ij} < 1 \text{ and } \sum_{j=1}^{n} P_{ij} = 1 , (i,j = 1,2, \ldots,n)) \tag{5}

In the relation \( s(t) \) and \( S(t+1) \) are the system states at time \( t \) and \( t+1 \), and \( P_{ij} \) is the probability change matrix 11.

CA: An automated cell model was first designed in the 1940s by two mathematicians called Olam and Newman (Schatten, 1999). Automatic cells are a discrete dynamical system that mode each cell at time \( t+1 \) by the position of neighboring cells at time \( t \) and in accordance with predefined rules. As a result, geographic status is more important. The CA model is shown in the following formula:

\[ S(t, t+1) = f(s(t), N) \tag{6} \]

\( S \) is restrictions and discrete cellular states, \( N \) number of cells, \( t \) and \( t+1 \) different times and \( f \) is the transmission of cell status. The CA model is in fact a raster modeling technique in which the cell's state usually represents the cell's surface (Almeida et al., 2008). These models have features such as spatial location and the ability to integrate with other spatial data. Mathematics can be a tool for studying and modeling complex processes.

An important issue in Markov's analysis is that there is no spatial element in this modeling (salman Mahini, et al., 2009). In fact, the Markov model focuses on quantity in predicting land cover variations. Spatial parameters in this model are poor and do not distinguish different types of land cover changes in spatial patterns (López et al., 2001). CA has the capability to have spatial-temporal detection capabilities in combination with sophisticated spatial systems with proper spatial detection capabilities. The CA-Markov model which combines the ability of Markov and CA, is well-suited for predicting spatial and temporal series. Thus, CA-Markov model provides a better simulation of spatial and temporal patterns of land cover variations in a given amount and location (Sang et al., 2011).

In this study, CA-Markov model was used to simulate forest cover changes. After categorizing the images of 2016 and 2017 and using the automatic cells and Markov chain method, predicting vegetation changes in the Andika forests in 2018 was started. Then, using the automatic cell and Markov chain method, the area of the oak forests for the year 2018 was predicted (Figure 7). After entering the classified images, the area of each classified category can be calculated. After this step, using the Markov chain in the Idrisi software, the matrices of the probability of vegetation changes can be obtained (Table 5). Then, the changes in forest area non vegetation cover is calculated (Table6).
Table 5. Probability matrix of vegetation changes on the vegetation of the Andika

<table>
<thead>
<tr>
<th>Vegetation cover</th>
<th>Non vegetation cover</th>
<th>Non vegetation cover</th>
<th>Vegetation cover</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2202</td>
<td>0.7798</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5831</td>
<td>0.4169</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Changes in the Andika vegetation cover from 2016 to 2018

<table>
<thead>
<tr>
<th>Year</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non vegetation cover</td>
<td>129151.16</td>
<td>128489.42</td>
<td>115406.05</td>
</tr>
<tr>
<td>Vegetation cover</td>
<td>35223.04</td>
<td>35884.78</td>
<td>48968.15</td>
</tr>
</tbody>
</table>

4. Discussion

One of the main prerequisites for optimal use of land is the knowledge of land use patterns and changes over time. Principal exploitation of natural resources requires modeling of the region, while observing the instructions of ecological models sustainable development should be taken into consideration.

The results of this study indicate that the integration of remote sensing and GIS techniques is efficient in implementing spatial-temporal variations assessment models to know the type and percentage of land use and the extent of their changes in natural resources and other parts. Planners
of different executive sector can assist in comprehensive management and development (Azizi Ghalati et al., 2015).

This research was carried out with the aim of determining the factors affecting vegetation changes in the forest area in Andika county, Khuzestan province. The vegetation of the oak forest is observed at mountain heights and the mountainous nature of the area prevents urban development and also the possibility of provision of welfare facilities for the inhabitants of the villages. Because access to oak forests in the mountains is difficult, residents of the villages do not harm it and the size of the forests has increased over the course of study. The total area is 164374 hectares, and the amount of land cover changes from 2016-2017 was 661.74 hectares.

The effect of four factors, that are the distance from the road, the distance from the rural residential areas, river and altitude from sea level on the amount of vegetation changes was investigated. Linear regression analysis has been used to determine the relationship between the factors mentioned above and increasing vegetation cover. It can be claimed that there is a significant relationship between independent and dependent variables. Outputs of the regression equation show the effect of independent variables on dependent variables. The value of the determination coefficient of 69.6 indicates a huge agreement between the model and reality. The potential map of region changes and independent variables are shown in Figure 5.

The sensitivity of the multiple regression model can be concluded that the height variable has a decisive effect on the performance of the model because by deleting these variables, the index of the coefficient of determination decreases significantly (Salman Mahini et al., 2011). The coefficient of determination decreased from 0.696 to 5904. The highest vegetation cover is at the mountains height around the Andika which are the oak forests. The vegetation cover increased from 35223 hectares to 35884 hectares from 2016 to 2017. The use of automated cells and Markov chain to predict the vegetation changes for 2018 in the area under consideration, estimated an area of vegetation of 48,968 hectares. In other studies, Similar results and could well examine changes at two different times were presented. Land cover changes in the city of Isfahan were carried out by Safiyanan during the years 1987 to 1998. The results indicate that the level of agricultural land has undergone A significant change (Safiyanian, 2009). Also, in another study, population growth has been the main factor in reducing the vegetation cover and increasing residential utilization (Zairi Amirani and Safiyanian, 2010). In a study using logistic regression method, in modeling the spatial pattern of vegetation change probability in Chehel-Chay watershed in Golestan province, the results showed that variables from forest margin, distance to road and distance to the village, the slope of the earth and the distance to the waterways have been considered most relevant in relation to forest cover changes in the catchment area (Zare Garzi et al. 2012). Modeling the forest area changes and the factors affecting it were analyzed using logistic regression model in Waz and Lavij watersheds. Implementation of logistic regression model in two independent discrete and continuous variables, the coefficients obtained from the implementation of the model in a discrete state indicate the probability of 100 meters from the village (Hosseinzadeh et al., 2013).

It is also possible to change the structure of the HNN algorithm, such as how to initialize, how to apply coefficients for different classes depending on compactness and circularity parameters, how
to change the averaging method of neurons, how to increase and decrease the values of neurons for each repetition and improved algorithm performance.
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Assessment of Remotely Sensed Indices to Estimate Soil Salinity

Naser Ahmadi Sani a*, Mohammad khanyaghma b

Abstract

Soil Salinization is one of the oldest environmental problems and one of the main paths to desertification. Access to information in the shortest time and at low cost is the major factor influencing decision making. The satellite imagery provides information data on salinity and also offers large amount of data that can be analyzed and processed to understand several indices based on the type of the sensor used. In this research, the capability of different indices derived from IRS-P6 data was evaluated to identify saline soils in Mahabad County. The quality of the satellite images was first evaluated and no noticeable radiometric and geometric distortion was detected. The Ortho-rectification of the image was performed using the satellite ephemeris data, digital elevation model, and ground control points. The RMS error was less than a pixel. In this study, the correlation between the bands and used indices, including Salinity1, Salinity2, Salinity3, PCA1 (B2, B3), PCA1 (B4, B5), PCA1 (B1, B2, B3, B4, B5), Fusion (Pan and B2), Fusion (Pan and B3) and Fusion (Pan and B4) with EC were investigated. The highest correlation was related to the Fusion (Pan and B2) with a coefficient 0.76 and the lowest correlation was related to B4 with a coefficient 0.2. The results showed that the indices have a high ability for modeling, mapping and estimating the soil salinity.

Keywords: Indices, IRS-P6, Remote sensing, Soil Salinity

1. Introduction

Salinization is one of the most common land degradation processes in arid and semi-arid areas. It is one of the oldest environmental problems and paths to desertification (Morshed et al., 2016).
Salinity usually refers to a significant concentration of mineral salts in soil or water because of the hydrological processes (Schofield et al. 2001). There are two main types of salinization: primary and secondary. Primary salinization occurs through the natural processes. Secondary salinization occurs due to poor management practices (Mashimbye, 2013). The effects of salinization can be observed in numerous vital ecological and non-ecological soil functions (Daliakopoulos et al., 2016). Soil salinity can reduce the productivity of affected lands, posing degradation, and threats to sustainable development (Yu et al., 2018).

Planning for each type of activity requires correct and timely information. The required data and information can be obtained in different ways like field inventory and remote sensing. By using field method one can acquire data with the desired spatial and descriptive accuracy, but generally it is time-consuming and costly. In contrast, by using remote sensing technology in several fields, the required data can be quick and efficient (Makhdoum et al., 2009; Ahmadi Sani et al., 2011).

By the launch of Landsat in 1972, remote sensing technology opened a new horizon into the planning and management of different resources. This issue supplies a new method for surveying and estimating different parameters (Alavipanah and Ladani, 2010). In this regard, the role of RS is directly and indirectly proved by providing new chances for using different satellite images and various methods of classifying and mapping (Ahmadi Sani et al., 2011). Remote sensing data are considered to be a convenient source to extract several indices in either simple or complicated band ratio combinations. Satellite images offer a large amount of data that could be analyzed, processed and stored for better understanding of several indices based on the type of the used sensors (Elhag and Bahrawi, 2017).

With saline and sodic soils covering 93232 million hectares globally, and one of the major soil degradation threats worldwide, with mismanaged irrigation affecting 34.19 million hectares or over 10% of the total irrigated lands, soil salinization is a widespread phenomenon. The excessive accumulation of soluble salts in the soil surface influences soil properties, which decreases soil productivity, limits the growth of crops, and constraints agricultural productivity. Excessive concentration of salts in soil may lead to the abandonment of agricultural land. Globally, the cost of irrigation-induced salinity is equal to an estimated US$11 billions per year (Morshed et al., 2016).

Various remote sensing data are being used for identifying and monitoring salt-affected areas such as aerial photographs, infrared thermography, visible and infrared multispectral, and microwave images (Metternicht and Zinck 2003). Regarding the importance of indices in soil salinity mapping, various researchers have been using different indices (Fernandez-Buses et al., 2006; Morshed et al., 2016). They have introduced different and sometimes similar indices as the best indices for soil salinity evaluation. But results have shown that one can use the indices instead of single and original bands for more exact mapping and information extraction of soils saline. Therefore, in this study the possibility of using some indices of earlier studies was evaluated for soil salinity mapping using IRS-P6 data.
2. Materials and Methods

2.1. The Study Area

The study area is located in West Azerbaijan Province, north of Mahabad County, with an area of about 33,000 hectares. The climate of the area is cold and humid and the average annual precipitation is about 356 mm. Most of the area is allocated to agricultural lands. The major crops in the region are cereals, sugar beet, alfalfa, cucurbits, legumes, apple and stone fruit orchards. Ranges and residential areas also occupy a small percentage of the area.

![Figure 1. A view of the study area (RGB543)](image)

2.2. Methodology

This paper has made an attempt to measure the soil salinity from remote sensing indices analysis. To predict soil salinity, an integrated approach of salinity indices and field data was used. The correlations between different indices and field data of soil salinity were calculated to find out the highly correlated indices. The stepwise regression analysis was done to determine the combination of indices and bands that showed the best correlation with the field EC values. The research method is shown in Figure 2.
2.2.1. Satellite Data
In this research, IRS-P6 satellite data, including panchromatic band and the multi-spectral bands were used. The data were gathered in summer of 2011 because the best images to study the soil salinity are the images that have the least plant cover at the time of imaging the soil.

2.2.2. Data Corrections
All raw satellite data have geometric errors. Radiometric errors are visible if present. In this study, there was no significant radiometric error, and geometric corrections were made in two ways: 1. Images to map using the map of rivers and roads and by the method of Ortho-rectification for the correction of panchromatic band. 2. Using images to image for correction of spectral bands using the corrected band as the basis.

2.2.3. Indices and Synthetic Bands
Many researchers have used various indices to prepare soil salinity maps (Daliakopoulos et al., 2016; Elhag and Bahrawi, 2017; Medjani et al., 2017; Morshed et al., 2016; Fourati et al., 2015; Daempanah et al., 2011; Dashtakian et al., 2008), so some indices are known and can be used in soil salinity mapping. Indices, in addition to increasing the clarity and improving categorization of phenomena, reduce the negative effects of inappropriate factors and the effects of other land covers.

In this research, by applying the methods of Ratioing, Principal Components Analysis and also Fusion in order to import spatial precision of panchromatic band into multi-spectral bands to better fit the true values of salinity and digital values of images in different locations. Therefore, several indices and synthetic bands were developed and used in the analysis.
2.2.4. Soil Sampling

In this research, systematic sampling was used. A regular grid, 1000 × 1000 meter, was deployed by GPS in the area and surface soil samples were taken. Sampling was done in September to adapt the time between imagery and sampling. The vegetation areas, orchards, inaccessible areas and mountains were eliminated. Finally, 147 samples were taken and the electrical conductivity of each sample in the soil laboratory was extracted. By entering the salinity data (EC) into the grid map table, a point salinity map was prepared.

2.2.5. Extract of the Corresponding Values

After bands correction and preparing of different indices, the vector map of the sampling grid was placed on bands and indices. The pixel digital number which was placed at each sampling point was recorded as the digital number of that point in the images in the ArcGIS environment. This work was carried out for all sampled points and for all the bands in the study area. Finally, the values for each band (main and synthetic), along with the amount of salinity, were entered into the SPSS software for last analysis.

2.2.6. Statistical Analysis

At first descriptive statistics of EC were extracted, including average, mode, mean, and standard deviation, standard error, maximum and minimum. The histogram was then plotted and the data were normalized by log-transforming, which was tested by Kolmogorov-Smirnov test. Finally, correlation, regression, and variance analysis were investigated to verify the significance of the data. Also, the stepwise regression analysis was performed and a salinity model was developed.

| Table 1. Used indices and formula |
|---|---|
| **Indices** | **Formula** |
| Salinity1 | $(B_2 + B_3)^{0.5}$ |
| Salinity2 | $(B_2^2 + B_3^2 + B_4^2)^{0.5}$ |
| Salinity3 | $(B_2^2 + B_3^2)^{0.5}$ |
| PCA1 (2,3) | The first component of PCA on B2,3 |
| PCA1 (4,5) | The first component of PCA on B4, 5 |
| PCA1 (1,2,3,4,5) | The first component of PCA on B1-5 |
| Fusion (Pan, B2) | Fusion of B2 with Pan |
| Fusion (Pan, B3) | Fusion of B3 with Pan |
| Fusion (Pan, B4) | Fusion of B4 with Pan |
3. Results and Discussion

Regarding investigations on different bands of IRS-P6 images, no considerable radiometric error was observed. Geometrical correction of images was done using an Ortho-rectification method with RMSE of less than one pixel. The indices were prepared using Fusion, PCA and Salinity indices (Figures 3-5).

Fusion can in general be done at different levels namely pixel level, feature level, object level and decision levels (Subramanian et al., 2006). There are many image fusion methods that can be used to produce high resolution multispectral images from a high resolution pan image and low resolution multispectral images, including component substitution numerical methods, statistical image fusion, multi-resolution approaches and hybrid techniques. Mathematical combinations of different images are among the simplest and earliest methods used in remote sensing (Pohl and Van Genderen, 2017). In this study, numerical method (sum) has been used for fusion of panchromatic and multispectral bands (Figure 3).
The principal component analysis technique was applied to the 4 temporal data sets of SWIR, NIR, Red and Green bands, to de-correlate possible redundant information into some PCs (Pattanaik et al., 2008). It was found that the first PCs concentrated on most of the information of necessity showing highest variance percentage among all other PCs (Figure 4).
Soil salinity indices are principally adjusted to detect salt mineral in soils based on the different responses of salty soils to various spectral bands (Elhag and bahrawi, 2017). Among the three computed spectral salinity indices (Figure 5), SI1 offers the highest correlation coefficient (Fourati et al., 2015; Yu et al., 2018).
As the figures show visually, the fusion index of (Pan, B2) has shown the salinity changes better than other indices. The descriptive statistics calculation of EC showed that the average amount of salinity was 54.7 ds/m and data variance, standard deviation and median were 54, 58 and 87 respectively. The lowest amount of EC was 0.31 and the highest was 26.19 and the range of electrical conduction was 25.88.

Comparison of correlation coefficient among main bands and indices with EC showed that B2 (0.73) and (Pan +B2) fusion index (0.76) had the highest correlations. Also, in this research, B4 (0.2) had a very poor correlation (Fourati et al., 2015). Regarding the correlation between bands and indices, highest correlation (0.994) belonged to B3 and salinity1 index (Fourati et al., 2015; Bouaziz et al., 2011) and indices PCA23, PCA45 had negative correlation. The stepwise regression analysis showed a relatively good salinity model in comparison with the earlier research studies (Abdinam, 2004) including only one index (fusion of Pan and B2) with a correlation coefficient equal to 0.628 and Radj equal to 0.39. The regression equation combining remote sensing indices which is shown in Equation 1.

\[
\text{Salinity} = 0.046 \times \text{Fusion (B2, Pan)} - 0.858
\]  
(1)

<table>
<thead>
<tr>
<th>Bands and Indices</th>
<th>EC</th>
<th>Pan</th>
<th>B2</th>
<th>B4</th>
<th>Salinity1</th>
<th>Salinity3</th>
<th>PCA1 (1-5)</th>
<th>Fus (Pan, 2)</th>
<th>Fus (Pan, 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pan</td>
<td>0.7</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>0.73</td>
<td>0.88</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td>0.2</td>
<td>0.11</td>
<td>0.26</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salinity1</td>
<td>0.71</td>
<td>0.9</td>
<td>0.99</td>
<td>0.19</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salinity3</td>
<td>0.72</td>
<td>0.9</td>
<td>0.99</td>
<td>0.21</td>
<td>0.99</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA1 (1-5)</td>
<td>0.72</td>
<td>0.93</td>
<td>0.98</td>
<td>0.26</td>
<td>0.99</td>
<td>0.99</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fus (Pan, 2)</td>
<td>0.76</td>
<td>0.97</td>
<td>0.97</td>
<td>0.21</td>
<td>0.97</td>
<td>0.97</td>
<td>0.99</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Fus (Pan, 4)</td>
<td>0.66</td>
<td>0.78</td>
<td>0.71</td>
<td>0.68</td>
<td>0.77</td>
<td>0.78</td>
<td>0.83</td>
<td>0.82</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Some Correlation Coefficients
The results showed that Pan and B2 bands had the highest correlation with electrical conductivity, so it is reasonable that the fusion index (Pan, B2) has the highest correlation with salinity values. The correlation of EC with the indices used in this research was high except for Fusion (Pan, B4), PCA1 (B4, B5) and salinity2 indices so it could be related to the use of B4 in preparation of these indices; because as the salinity increases, the spectral value of the near-infrared band decreases. The results of regression analysis showed that among all the bands and indices, only Fusion (Pan, B2) index has a significant correlation with salinity changes. The resulting amounts $R^2$ and $Radj$ do not have any significant difference with the results of other research studies (Fourati et al., 2015; Bouaziz et al., 2011; Tajgardan et al, 2009; Dadresi and Pakparvar, 2007). In the earlier studies, different researchers recommended different bands and indices for salinity evaluation. Therefore, even if one index had no importance in an area, it is possible to be suitable for other areas. It means that in the areas with different salinity, climate, geographical and geological conditions, different indices can describe salinity changes. The best correlation coefficient of satellite data with electrical conductivity changes in this study compared with earlier studies (Abdinam, 2004; Dadresi and Pakparvar, 2007; Bouaziz et al., 2011), showed potential of IRS-P6 data for soil surface salinity mapping. Also, in confirmation of earlier studies, the use of correlation and regression between satellite data with salinity values facilitate soil mapping with less time and cost required (Alavipanah and Ladani, 2010; Meng et al., 2016).

As Table 3 shows, the use of regression and ETM+ data has been more common, so the investigation of the IRS-P6 data capability requires more studies. Moreover, the best bands and indices included SWIR band, PCA indices and salinity indices in different studies (Table 3). There are differences in some studies (Tajgardan et al., 2009; Bouaziz et al., 2011; Meng et al., 2016) for example the near-infrared band is the best band, which can be due to the use of different data and conditions of the studied area, including vegetation type and density. However, this integrated approach has the potential for detecting soil salinity over local scale efficiently and economically (Morshed et al., 2016) and provide tools for soil salinity monitoring and the sustainable utilization of land resources (Yu et al., 2018).

### Table 3. Comparison of past studies

<table>
<thead>
<tr>
<th>Study</th>
<th>Indices</th>
<th>Methods</th>
<th>Data</th>
<th>The Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdinam, 2004</td>
<td>Color Composite (FCC742)</td>
<td>Regression</td>
<td>ETM+</td>
<td>B7</td>
</tr>
<tr>
<td>Dadresi and Pakparvar, 2007</td>
<td>Different Ratioings + PCA</td>
<td>Classification</td>
<td>TM</td>
<td>PCA 234-FCC521</td>
</tr>
<tr>
<td>Dashtakian et al., 2008</td>
<td>BI-SI-NDSI-YSI</td>
<td>Regression</td>
<td>ETM+</td>
<td>SI</td>
</tr>
<tr>
<td>Tajgardan et al., 2009</td>
<td>SI1-3,BI-MSI-PCA-Fusion</td>
<td>Regression</td>
<td>ETM+</td>
<td>B4-FusB4</td>
</tr>
<tr>
<td>Daempanah et al., 2011</td>
<td>PCA SI1-SI2- BI-NDSI</td>
<td>Regression</td>
<td>IRS-P6</td>
<td>SI1</td>
</tr>
<tr>
<td>Bouaziz et al., 2011</td>
<td>NDVI- SAVI- SI- SI1- SI2</td>
<td>Regression</td>
<td>MODIS</td>
<td>SI2- SWIR- NIR</td>
</tr>
<tr>
<td>Fourati et al., 2015</td>
<td>BI-SI-SI1-SI2-SI3</td>
<td>Regression</td>
<td>OLI</td>
<td>SI- SI3</td>
</tr>
<tr>
<td>Meng et al., 2016</td>
<td>NDSI- BI- SI- COSRI</td>
<td>Regression</td>
<td>ETM+OLI</td>
<td>NDSI- SWIR-NIR</td>
</tr>
<tr>
<td>Morshed et al., 2016</td>
<td>BI-SI1-SI2-SI3-NDVI-EVI</td>
<td>Regression</td>
<td>ETM+</td>
<td>NIR-SWIR-SI2</td>
</tr>
<tr>
<td>Medjani et al., 2017</td>
<td>BI-NDVI-PCI</td>
<td>Classification</td>
<td>ETM+</td>
<td>BI-PCA</td>
</tr>
</tbody>
</table>
4. Conclusion

This paper has presented the potential of integrating IRS-P6 data analysis and field survey data to assess and monitor soil salinity over a local scale. The correlations between the field EC and salinity indices is relatively good and about 40%, variation was observed between the field data and predicted EC by the indices analysis. The results compared to other studies showed that depending on the land physiographic, vegetation, climate and land use, the degree of salinity and geology, different sensors, bands, and indices can be used for soil salinity estimation. Therefore, in this study although Pan and B2 bands are highly correlated with changes in the electrical conductivity of soil, fusion index (Pan, B2) gave better results. The results of the indices showed that they are important for improving the accuracy of the soil salinity map. The Use of the hottest month images of the year, due to the maximum evaporation and salt accumulation in the soil surface can be more effective for estimation of soil salinity. The study showed the high-capability of IRS-P6 data to produce a soil salinity map. Also, in addition to simplicity and high precision using correlation and regression methods between satellite data (DN) and soil salinity (EC) facilitates mapping of soil salinity with more efficiency. It is suggested that in the future, data with a wider spectral range, SWIR and TIR bands, along with other indices be evaluated for preparing salinity maps.
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Abstract

The main reason for subsidence in Iran is the large amount of water withdrawn from underground resources, which, if not managed properly will cause irreparable damages. To deal with such a problem, it is necessary to identify the subsidence areas. Most country's ancient artifacts have been built on fertile plains, and due to the dryness of the past decade, and the abundance of groundwater from the subsidence, it accelerates the destruction of ancient works in these areas. In this research, the area of Persepolis, which is 57 km northeast of Shiraz and 10 km north of Marvdasht city, is based on the level of the land subsidence using differential radar interferometry technique. Using Eoli-SA 9.4.3 software, two images were taken from the ASVAR data series of the ENVISAT satellite. The data processing with SARSCAPE 4.3 software, a radar differential interference method, has been implemented at two different times in a region. A new image called an interferogram or interferometer was provided that contains the target geophysical information. Therefore, the amount of subsidence or uplift was determined in the three interlaced states. During the research period from 23/12/2004 to 17/12/2009, which is 1820 days, it has been clear that the ancient area of Persepolis, the historic city of the pool and the role of Rustam between two and three centimeters subsided, and the role of Rajab is also between the four has seen up to five centimeters of subsidence.
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1. Introduction

Earth subsidence is the gradual or sudden collapse of the earth's surface due to the changes in the shape and displacement of particles (Rahman and Kazemifar, 2006), which is affected by natural factors (volcanoes, landslides at the site of disintegrating rocks, stiffness) and human factors (mining, extraction underground water, oil and gas, and construction) (Hunt, 2007).

The phenomenon of subsidence by altering the topographic state of the area can cause significant changes in the hydrology of the region. On the other hand, this phenomenon can lead to abnormal results by altering the aquifer status of the area, such as the direction and the speed of the flow of underwater, underground water basins and so on.

Therefore, the damage caused by the occurrence is suppressed and its phenomena associated includes the anomalous variation in elevation and slope of rivers, waterways and structures of water transfer, and failure or exhaust of the pipe walls of the wells as a result of compressive stresses due to the density. The aquifers and disturbance in the utilization of groundwater resources (Holzer, 1989) are also the advancement of waves in coastal areas and the reduction of groundwater quality and increase in salt water (Hajizadeh et al., 2013). Techno-logical properties of landforms and energy-efficient ones resulting from electromagnetic waves, plays a role in the geomorphological and environmental changes of each region, and determines the controlling factors of landforms. Earth subsidence as one of the consequences of karstization may be created as a sudden subsidence or gradual formation. When the earth's surface moves down gradually, the wider area of the earth subsides and suddenly falls. The dry climatic conditions in most parts of Iran and the increasing use of groundwater resources have provided favorable conditions for this phenomenon (Sharifi Kia, 2011). Also, the persistence of droughts and increased pumping of groundwater resources has expanded this phenomenon in humid areas of western and northwestern Iran (Faladi Moghadam, 2009). Utilization of oil and gas resources in addition to groundwater harvesting has led to the emergence of this phenomenon in the southwest of the country (Haghighat Mehr, 2010). Measuring the magnitude and extent of subsidence through satellite data is a new method in monitoring this phenomenon. In this regard, differential radar interferometry is one of the most accurate and least expensive remote sensing methods. Therefore, its footprint is deserted in the Persepolis area and the deformation analysis spatial and temporal dimension is necessary using the radar differential interference technique in order to manage the incident and to identify and reduce the damage caused by it.

Wang et al. (2011), using COSMO-SkyMed radar images and radar interferometry technology, surveyed the subsidence of the Shanghai metro subway tunnel, whose results showed that the metro caused subsidence at a high rate of 5 to 20 mm per year at most stations. Vincent et al. (2011) have studied the abnormal behavior of ground-level outage caused by the activities of the Chinese Lop-Nin atomic site using radar interferometry, which used ERS satellite radar data between 97-99 and determined that the height of the upper surface is about 2.7 centimeters.

Karimzadeh (2016) drops the Tabriz area using 17 ASAR images and Radar differential interferometry between 2003 and 2010, which shows the results of a residual 4-cm subsidence. Babaee et al. (2016) calculated the subsidence rate of Qazvin plain between 2003 and 2010 by
analyzing the time series of radar images using short-length line and permanent dispersers of 20 to 35 mm per year.

2. Study area

2.1. Location and Geographical Coordinates of Persepolis

Persepolis is built on a mountain cliff of Rahmat Mountain, 57 km northeast of Shiraz and 10 km north of Marvdasht. The structure is 1770 meters above sea level. Geographical coordinates are located along the east 52°53′25″ and 29°56′04″ degrees latitude. This work was registered on 16 September 1931 with record number 20.

Figure 1. Location of the Jamshid Bed in coordinates 52°53′25″ N and 29°56′04″ E

2.2. Naghsh-e-Rostam

The Naghsh-e-Rostam is one of the most important historical works of the Elymian, Achaemenid and Sasanian period and is a collection of works made in the heart of the mountain. The Naghsh-e-Rostam and Mount Hajiabad are 5 km north of Persepolis, and it is commonplace for people and their inhabitants to consider the magnitude of their bodies, the figure of Rostam, the famous mythologist of Iran, known as the Naghsh-e-Rostam. In this mountain, there are huge tombs of Kheshayar Shah, Dariush Kabir, Ardeshir I and Dariush II.
2.3. Naghsh-e-Rajab

The Naghsh-e-Rajab is on the slopes of Mount Mehr (Mount of Rahmat), which has been painted on Ardashir Babakan and Shapur I. This work has been registered as number 22 on 16/09/1931. Naghsh-e-Rajab is 3 km northeast of Persepolis in Mount Rahmat.

2.4. Estakhr City

The ancient site of Estakhr City is located 5 kilometers north of the Persepolis. The most important way of connecting Marvdasht plain with Pasargad and Fars with the inner parts of the Iranian plateau, is the modest doors that are the bedrock of the river Pular. The city of Estakhr is located at the entrance to the valley to Marvdasht, and this has given it a superior geographic feature during its establishment. This work has been registered with the number 18 on 16/9/1931 (Pirnia, 2006).

ENVISAT Satellite

The study has used ENVISAT Europe satellite imagery with a brief description. The ENVISAT satellite was orbited from 2002 to early 2012. It has a repeating orbital period of 35 days with spatial resolution of 30 meters. The monitors installed on the ENVISAT satellite include ASAR MERIS, GOMOS RA-2, AATSR, SCIAMACHY, MIPAS, MWR, LRR and DORIS.

The selection of ASAR images should be out of snow and ice time, the ASAR sensor works in the C band, which is reflected by snow surface. Therefore, there is no vegetation during winter to check proper land subsidence. The selected images are related to the months with low vegetation and snow on the ground.

3. Research Methodology

3.1. Data collection and stages of work

First, using EOLI 9.4.3 software, two images of the ASAR data series of the ENVISAT Europe Satellite C Data Band were taken for specific dates. The data processing has been done with SARSCAPE 4.3 software with the use of differential interference method Radar which is suppressed by the region. The GPS has been used to accurately select the ground subsidence points.

By selecting ASAR sensor images from ESA website and matching the coupled images of Slave and Master geometrically, Radiometry and Radar, an initial preparation of interferometer from the region, and removing the topographic effects and restoring the remaining phase by the SARSCAPE 4.3 software has been conducted, Extracting the phase associated with the earth surface deformation, and eventually obtaining the map of subsidence of the region. Also, the variables studied in the form of a conceptual model and description of how to examine and measure the variables has been shown in Figure 2. The figure also shows the method and the selected images for
this research with track number 142 and shooting time between 18:31 and 18:32. The calculation period for the subsidence is 1820 days from 23/12/2004 to 17/12/2009).

![Figure 2. Research methodology flowchart](image)

4. Data analysis method

In this project, after obtaining ASAR image sensors during the period 2002-2012 and the digital elevation model with a spatial resolution of 90 meters as the altitude for eliminating topographic effects, and using the SARSCAPE 4.3 software, the ENVI 4/8 platform changes the gap between ground and radar photographer along the satellite's line of sight with a precision of the fraction of the radar wavelength (cm or millimeter) during the data entry step into the software, measuring the base line, creating the DEM, eliminating the effects of the topography, applying the filter, correcting the phase. The phase transformation to the map of the displacement was fine-tuned the initial map of the rate and the range is generated, controlled and measured. Finally, in order to analyze and identify the area of high risk sites, minimum and maximum subsidence has been prepared. For this purpose, the D-InSAR image pair is selected based on two principles:

1. Time difference between images
2. The vertical line with the distance between the circuits, the shorter of which is the score type
4.1. Data used

ASA_IMS_1PTDPA20041223_183202_000000162033_00142_14725_9198.N1
ASA_IMS_1PTDPA20060216_183156_000000162045_00142_20737_9202.N1
ASA_IMS_1PTDPA20071108_183156_000000162063_00142_29755_9201.N1
ASA_IMS_1PTDPA20091217_183147_000000162085_00142_40777_9200.N1

For ASAR sensor data, orbital modification is needed to be introduced separately. The satellite in its orbit is free-fall and diverges from its orbit for various reasons, such as the moon, the sun, etc. The process of orbital correction is such that by moving the sensor called DORIS, the ASAR circuit rotates within 24 hours and corrects the satellite circuit with a 0.1 mm accuracy with the help of land sensors working with LIDAR. Therefore, for ASAR sensor orbital correction, DORIS sensor files should be used with 24 hours' time difference.

The DORIS files required are as follows:
- DOR_VOR_AXVF-P20120424_170100_20041223_215528_20041225_002328
- DOR_VOR_AXVF-P20120424_205700_20060216_215527_20060218_002327
- DOR_VOR_AXVF-P20120425_164900_20071108_215527_20071110_002327
- DOR_VOR_AXVF-P20120425_223600_20091217_215526_20091219_002326

The XCA file was used to modify the parameters of the satellite orbit and data sources prior to 2005.

ASA_XCA_AXVIEC20070130_111449_20040412_000000_20050101_000000

4.2. Baseline

The baseline is based on two types of timeline and spatial basis lines. The time line represents the duration of the images. If the time interval is too large, it increases the lack of correlation and reduces the phase coherence between the two images (Liu et al., 2013). The spatial basis is the distance between the two transmissions of the sensor. To test the subsidence, one needs to use images that have a zero point of reference. The table below shows slave and master images, as well as the intervals of each one (Table 1)

<table>
<thead>
<tr>
<th>R</th>
<th>Date image master</th>
<th>Date image slave</th>
<th>Time interval (day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2004/12/23</td>
<td>2006/02/16</td>
<td>421</td>
</tr>
<tr>
<td>2</td>
<td>2006/02/16</td>
<td>2007/11/08</td>
<td>630</td>
</tr>
<tr>
<td>3</td>
<td>2007/11/08</td>
<td>2009/12/17</td>
<td>770</td>
</tr>
</tbody>
</table>

The information provided after calculating the baseline by the software includes:
- Normal Baseline: The distance between two satellites when shooting.
- Critical Baseline: Maximum allowed space for two satellites.
- Ambiguity height

Range shift: Displays the Range value of the Master image to the Slave
Azimuth shift: Shifts the master image to the slave in Azimuth.
Doppler Centroid difference: By placing the Doppler gravity center of the images, the slave indicates the difference between the slave and the master.

The values obtained for the Baseline are images complying with the table below (Table2).

<table>
<thead>
<tr>
<th>Date of the images</th>
<th>Couple image number</th>
<th>Normal Baseline (m)</th>
<th>Critical Baseline (m)</th>
<th>2PI Ambiguity height (m)</th>
<th>Range Shift (pixels)</th>
<th>Azimuth Shift (pixels)</th>
<th>Doppler Centroid diff</th>
</tr>
</thead>
</table>

5. Results

5.1. Results of the subsidence between 2004-2006

Between 2004 and 2006, the area drops to a maximum of 12 centimeters and has seen 10 centimeters above ground level. The greatest amount of subsidence related to the coordinates are 29° 56' 11" N and 52° 51' 21" E. During this time, the center of the ancient temples of Persepolis was between two and three centimeters. The northern region of these areas fell between three to four centimeters, the northwest and north-east between two to three centimeters subsided, as well as forest park between one to two centimeters subsided. The ancient Naghsh-e-Rajab and its northern and western regions subsided between 2.5 to 3 centimeters, and the eastern, southeast, and southeast regions subsided between 3 and 3.5 centimeters. The historical and ancient Estakhr city has been down between two and nine to three centimeters. The study revealed that the northern, northeastern and northwest parts of Naghsh-e-Rostam were between five to six centimeters high and southern, southwestern, and southeast areas four to five centimeters above the surface. During this period, most of the regions were between two and four centimeters.
5.2. Results of the subsidence between 2006-2007

Between 2006 and 2007, in this region, the largest amount of 8-meter subsidence is related to the coordinates of 29° 55' 23" N and 52° 55' 11" E. It is noteworthy that during these 630 days the maximum surface area has been two centimeters and the study area had an average of one centimeter subsidence. During this time, the center of the ancient temples of Persepolis was between zero and one centimeter. The northern, southern, eastern and western parts subsided between zero and one centimeter and also a forest park between one and two centimeters subsided. The ancient artifacts of Naghsh-e-Rajab and its surrounding areas dropped from zero to one centimeter. And the historical and ancient Estakhr city has been between zero and one centimeter of subsidence. The study found that the ancient area of Naghsh-e-Rostam, other than its northern parts, between 1 and 2 centimeters, has been observed, and in other areas with a maximum of one centimeter subsidence. During this period, most areas had subsided from zero to two centimeters.
5.3. Results of the subsidence between 2007-2009

In this study, it was found that between 2007 and 2009, the area had the lowest subsidence compared to previous years. During the 770 days in the third pixel of the images, the maximum abandonment is related to the coordinates of 29° 58' 42" N and 52° 51' 26" E to seven centimeters and the maximum area elevation during this period was three centimeters. During this period, the average changes were zero and the changes in the Persepolis are as follows:

The collections of works and the northern, southern, eastern and western areas, as well as the forest park between zero and 0.5 centimeters, have been the lowest in recent years. The Naghsh-e-Rajab's collection has subsided between zero and 0.5 centimeters in this period. Also, the collection of the historical Estakhr city, like Naghsh-e-Rajab between zero and 0.5 centimeter, has been abandoned. The study revealed that the ancient area of Naghsh-e-Rostam and the northern, eastern and southern parts of Naghsh-e-Rostam were between 2 or 2.5 centimeters, and western regions between 2.5 to 3 centimeters subsidence. The northeastern parts of this work had dipped between 3.5 to 4 centimeters. It is worth mentioning that black points are points without information in radar images.
5.4. Conclusion

The figure shows 1820 days. The maximum descent of thirteen centimeters corresponds to the coordinates of 29° 56' 12" N and 52° 51' 36" E, with a maximum height of 8 centimeters. The entire region has generally dropped by three centimeters. During this period, the ancient area of Persepolis fell between two and three centimeters, and the southeastern region subsided between zero and one centimeter and the northeastern region between three and four centimeters. There is also a forest park between two or three centimeters of subsidence.

During this time, the historical Estakhr city and the surrounding area was between two to three centimeters subsided. In this research, it was found that Naghsh-e-Rostam area was between two and three centimeters, which according to the climate of this region in 2004 to 2006, the subsidence of the region is more than other regions. Naghsh-e-Rajab subsided between four and five centimeters and its southeastern sections between three and four centimeters and southward between two and three centimeters.
Figure 6. Subsidence results between the years 2004 to 2009

With the addition of three layers of paired images, the image shows the amount of drying between 2004 and 2009. Besides, it should be noted that in each image, the pixel value is NONE. In the overall image, its pixel value is also NONE, so in the overall image, the number of points with NONE value is more than other images.

Figure 7. Subsidence of the region between 2004 and 2009
It is seen in Figure 7 that during the research period (i.e. 1820 days) most of the areas have been abandoned which is shown in red, and the blue sections represent the areas that were on the highway during that time. With regard to the elevation of these areas due to the isostatic law, it can be concluded that, the only reason for subsidence is not due to the underground groundwater. It is worth noting that these areas are the northern mountains of Naghsh-e-Rostam. It should be noted that this is the first research on subsidence in the flat area of the oblast, and there are no other studies for comparing the results.
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Abstract

Many varied attitudes exist about how the changes occur in the land-surface from the time of William Davis’s research to the latest researchers in the history of geomorphologic philosophy and many different terms are used by scientists in order to observe their ideas related to geomorphic phenomena. The phenomenon of duality has been seen less in the geomorphology field. There exist some contradictory phenomena in nature, but further investigation can show their correlation clearly. Durability can be considered as a better dynamic entropy. In this research, radar interferometry technique has been used in Yazd-Bahadoran area and the amount of subsidence and uplifting has been investigated through field and library studies and the results have been compared with the other researchers' studies, which is a new concept in the literature of geomorphology under geo-duality. The study results indicate that the main reason for the subsidence was not to cut down the level of groundwater, and in this regard the tectonic movements play a significant role. Also, the study shows a significant relationship between subsidence in the Bahadoran plain and the collapse in adjacent heights in terms of duality or dichotomy.
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1. Introduction

Land subsidence due to groundwater extraction has been known as a major problem with environmental impacts in many areas. The effects of subsidence due to inappropriate groundwater abstraction, geological factors and groundwater are also very effective. The porosity of the aggregates of the soil layers, density, type, kind and composition of the layers, the pumping method, the geological structure of the area, the hydraulic conductivity of the layers, rainfall and temperature, are the factors affecting the subsidence of the land (Akbari et al., 2009).

Excessive groundwater abstraction leads to a drop in groundwater level and a decrease in fluid pressure resulting in an increase in particle pressure, which leads to a density and a phenomenon of subsidence of the earth.

In Iran, almost a thirty-year history has been related to land subsidence, If this phenomenon occurred only in some of the provinces, such as Kerman and Yazd. Also the present field of Isfahan, Khorasan, Tehran, Tabriz, etc., are subsiding and this problem increasingly occurs in Governments which are more prominent (Ghani Ardekani and Maleki, 2016). Among all the downsides which occur in Iran, the extraction of underground water is the most important factor for land subsidence.

The Iranian plateau is located at the site of Saudi Arabia, India and Eurasia. The intersection of these folios has caused alteration to the shell of the Iran plateau which is surrounded by wrinkles and mountains, such as the Zagros in the west and southwest, the Alborz and Kopeh Dagh in the north and northwest, and the mountains of east and south east (Makran) which have a high seismicity. With the advent of techno-movement that has existed for many years in different parts of the terrestrial zone, the uplifting or rise can be seen (Adib et al., 2016) at the end of the altitudes more often, and sometimes elsewhere in Iran.

To identify the fault patterns in the Zagros; three geological sections are depicted to estimate the elevation during the fault of Zagros. Zagros faults indicate the general state of tectonic movements in the course of a natural fault (Monserrat et al., 2014). In this region, fault patterns and lithogenic curves indicate a reversal of tectonic movements during the old faults. Considering the geological sections and stratigraphic sections and the age of the Zagros fault, the minimum vertical fault velocity from the beginning of sedimentation of Bakhtiari formation in Zagros is 2.05. 01 mm per year (Hakimi, 2015).

When the lithosphere is compressed and moves to occupy less space, the stones are crushed, bent, eaten, or moved upwards. Conflict with horizontal structure has been due to the ground forces and by horizontal and vertical curvature and folding forces which can be and seen in different forms of anticline and syncline. Broken bubbles or hot spots: These low-density forms move upwards, sometimes up to 3,000 kilometers. The active processes in the cones influence their evolution and therefore can consider the movements of the faults and the displacement of the earth's surface. Investigating Maroon basin characteristics in the southwest of the country regarding tectonic and geologically new changes indicate that the uplift in this region is very active and tectonic has a great influence on settlements and land forms (Maqsoudi et al., 2018).

There exist both different and separate phenomena interacting upon each other in nature. In many cases the association of these phenomena is expressed as solidarity and one can also measure these relationships through mathematical methods. Among them, one can find a pair of phenomena
having some connections to each other (Pourkhosrowani, 2015) but these relationships cannot be suggested as a matter of solidarity, and their connection in terms of feature between them has been raised as duality. Duality describes a connection with symmetry, operating in an opposite direction and the expression of a certain proportion can be considered as one of its characteristics. Each scientific theory presented by the scholars of world is characterized in terms and metaphors that follow the structure and patterns of the technique. Therefore, the structure and technical patterns are based on concepts, basic patterns, literature, and theories. In different sciences, the processing and conversion of the basic words of this science is required. Here it is possible to refer specifically to the duality.

Radar interferometry (InSAR) has also been widely considered in recent years as one of the non-geodetic methods with regard to the advantages of other methods (Cigna et al., 2012). This method among ground and space methods is considered as the most efficient method for measuring ground changes with high precision and spatial resolution. Its advantages are of high precision (Monserrat et al., 2014) wide coverage, high spatial resolution, and the lack of need for field work, cost-effectiveness, and the ability to access information in any weather conditions. In Iran, in the past few years, this method has been used to monitor earth's deformations. But to date, the ability of the radar interferometry technique in studying earth's deformations in comparison with the observations of the global positioning system has not thoroughly and extensively been evaluated. One of the reasons is the limited number of permanent GPS stations in the geodynamic network of Iran. The study of the ability and precision of this method seems necessary in measuring the displacement of the surface of the earth.

The purpose of this study is to investigate the duality using the radar interferometry method in Bahadaran plain of Yazd. The research hypothesis is that the correlation between subsidence and uplifting is significant in the study area - duality.

**Case Study: Central Plain of Iran-Bahadoran Yazd**

This area is in a geographical position of 54 degrees and 30 minutes to 55 degrees' east longitude and 31 degrees to 31 degrees 30 minutes the north latitude which surround the southern quarter of Yazd (Figure 1). Yazd and Mehriz cities are in the northwest. The pomegranate sheriffdom is part of the southeast. The climate of this area whose name is derived from Bahadoran village, is like a desert climate with high temperatures, low humidity and high vaporization. Its maximum temperature reaches to +48°C and reaches a minimum temperature of -15°C and its precipitation reaches to about 60-70 mm per year. This area does not have a river and agricultural activities are carried out through the aqueducts. The morphology of roughness is divided into three groups: slopes, plains and heights. The stone units of this area are mostly northwest-southeast which its northern side is towards Bahadoran and the southern and central parts of Pariya basin. These basins are located in hollow, therefore it is the location of waters flow in which a lot of salt remains due to high evaporation a lot of salt remains (Figure 1).
The second unit produces quaternary aquacalite of alluvial tributaries that at the time of precipitation makes the existing streams. The high and rugged mountain ranges are the third unit formed by the carbonate formation of Taft.

The highest point of Kermanshah Mountain is at 2890 meters and the lowest elevation is Bahadaran plain with a height of 1427 meters. Geologically, Paleozoic rocks are seen in a few hills scattered in the Bahadaran plate and Jamal formation. The most extensive expansion of these rocks is from the northwest to the southeast, called Taft formation.

![Figure 1. The studied area (Bahadoran plain of Yazd)](image)

2. Materials and methods

Radar interferometer technique is one of the most powerful tools for monitoring the subsidence phenomenon (Buck, 2011). By comparing the phases of two radar images taken from a region at two different times, this method is able to determine the changes in the surface of the earth at that time interval. The phase is taken from an earth fault, proportional to its distance to the radar sensor. Therefore, creating a change in this distance affects the measured phase by using image of a Radar interferometer technique by the name of a constructed interferogram. An interferogram is an image that contains a phase difference of two radar images which are recorded geometrically to each other (Yarahmadi et al., 2015). The interferogram phase contains topographic effects, orbital errors and atmospheric effects. In order to obtain the displacement of the earth's surface over a period of time, the orbital errors, the effects of the topography and atmospheric noise should be eliminated from the interferogram. To eliminate topographic effects, the SRTM digital elevation model is used with a spatial resolution of 90 meters. The atmospheric error can be modified with the help of atmospheric information and atmospheric model (Hakimi, 2015).
The use of synthetic aperture radar images (SAR) began to detect ground-level displacements at below centimeter grades late in 1980s, which ended in introducing radar interferometry method (element). This method has become a powerful tool for analyzing the tectonic movements of the earth's crust because it is able to accurately measure the earth’s surface in a wide range, high spatial resolution, and also it is less time consuming and saves expenses in this regard. Interferometry of multiplication a mixed image SAR IN second-conjugate image is produced and creates an interferometric image and the phase of this image is the phase difference between the images.

In the atmosphere that leads to a change and creates an extra phase in the whole illustrated, these limitations make it difficult to use conventional radar interferometry (Eslamizadeh and Samanirad, 2010).

In 2000 & 2001, it was discovered that there are problems on the ground that, over time, their dispersal features are constant and are not influenced by factors such as long base and spatial time. Also, in areas with high roughness, the correlation between radar images is affected by the viewing angle and direction; the phenomena that have a dominant and stable replay over time are less affected by the lack of correlation. The researchers showed that if these effects were detected on the surface of the earth, it would not only be possible to monitor the displacement of the earth's surface at these points, regardless of the lack of correlation of radar images (Shirani et al., 2014) but also the effect of other harmful components on interferometric results including atmospheric effects and error associate to the digital earth model can be estimated and eliminated. There are some methods by which the stable dispersers are detected and the amount of surface displacement on those points is monitored. The technical specification of the (SAR) radar with artificial pore coherent imaging (phase data recording alongside the backward amplitude wave) and high-resolution images of the SAR marker create a high spatial area. On the other hand, the randomized phase image is basically random; the weighted average of the phase delay between sending and receiving all dispersions on the ground is in pixel But the difference in the phase between the two images can be as a change in the distance from the satellite to the earth, provided that the spatial distribution properties of the earth remain almost constant. In the interferometer of the rotational phase of the images taken from different shooting situations or shooting times, pixel to pixel are compared. By differentiating between these values, a new image is obtained which is the name of the interferometer. The final phase created in the interferometer which contains additional terms, is as Equation1:

$$\phi_{\text{int}} = W(\phi_{\text{def}} + \phi_{\text{atm}} + \phi_{\text{orb}} + \phi_{\theta} + \phi_{N})$$ (1)

where, $\phi_{\text{def}}$ is the phase due to the pixel motion in the direction of the satellite's view (line of sight), $\phi_{\text{atm}}$ is the difference in the atmospheric phase delay between the two images, $\phi_{\text{orb}}$ is the remaining phase due to the orbital error, $\phi_{\theta}$ is the remaining phase due to the viewing angle error (which is usually DEM error) and $\phi_{N}$ is the noise phase due to the diversity in the diffusers and thermal noise. The operator $W$ indicates that the received phase has a value between these two figures ($\pi$ and $-\pi$). Since the satellite does not record the correct numbers of proper wave cycles, one of the most important, and at the same time, the most difficult stages in radar interference is
estimating the number of correct cycles, which is called phase retrieval. (Ghani Ardakani and Maleki, 2016)

In radar interferometry which is a phase obtained from two images taken from a given region for producing interferometric. In fact, the interfering product is a mixed result of two radar images. These two images may be taken by an airplane or space containing two antennas with a specified distance (line-of-sight) (single-track interferometry) or two images at different intervals and from a similar platform (method intermittent crossing with frequent passage) (Ghani Ardakani and Maleki, 2016). The phase difference in the two images is shown in the form of an edge or border in the interfacing, where each boundary or edge is related to the fuzzy difference. The provided interferometer by InSAR method has the ability to display elevation changes and ripples (Chaussard et al., 2014).

The radar interferometry (InSAR) provides the possibility of generating digital models of roughness earth whose optimum heights for the 6.5-c wave band data is about 5 meters. This term is used to measure some of the parameters, such as topography, variation and displacement of the earth's surface which are caused by phase interference of two or more radar images taken from the same area (SAR) with a virtual hole (Iran Space Agency website). This method is capable of detecting surface changes occurring on the ground at different intervals with millimeter precision using at least three (two radar image + DEM) or more radar images (Figure 1). However, this accuracy will be the Equation 1 of the data wavelength used and half its equivalent (λ/2). The radar interferometry method for measuring the surface changes of the earth's crust is admirable (Shirani et al., 2014).

Chart 1. The stages of processing and producing subsidence and collapse maps
In this article, the description and justification of the concepts of basic words that underlie the foundation of the research are proposed, such as the patterns and techniques that can be helpful in understanding this research, the following can be mentioned:

So far, geomorphologists have tried to explain the geomorphic phenomena within the framework of the causality law (Shimoni, et al., 2017). Whereas in geographic space, contrary to classical geography, there is no requirement for the existence of relations between phenomena to be public, and only the proposed relations are of a generic type that can justify causality (Pourkhosrowani et al., 2012). And, of course, the generic relationship with what is called the correlation has a fundamental difference. Dual can be duality and duality can be doubled, a term which also implies the concept of implicit contrast, and conjunction of two phenomena. Duality can contain the symmetry of two phenomena, operating in vice versa, and specify some ratios. The design of the theory of duality in geomorphology, which is hereinafter referred to as "geodesy", is not the simple concept and expression of its implications in geomorphology, but stimulate the researchers in this field to generalize a review of how to manage, control and monitor much data of the phenomenon of geomorphology (Harvey, 2001). In describing this idea, an attempt has been made to rely on empirical-analogical approach and the interferometry-wave technique of the wave (ratio) (and its effects on geomorphology analysis). In general, the results of using this concept show that analyzing them can be in the framework of the theory of geo-duality which can create complete cause to the classical analysis in geomorphology. Although the concept of dual with concepts like coupling and duality have false similarity, and similarities can be found in the technical domain, there is an analysis of the numbers and their equivalence, but with a significant difference. Dual should not be understood by the concept of equivalent duality (Pourkhosrowani, 2015), but from the philosophical point of view, a term that can carry its meaning in Persian, one should use the paired terms. Land subsidence due to groundwater extraction is known as a major problem with environmental impacts in many areas. The creation of a subsidence phenomenon due to inappropriate groundwater abstraction, geological factors, Samadimoghadam, 2016) and the following factor comes from the porosity of soil aggregates, density, type, composition of layers, pumping method and ground structure.

Area of the region, hydraulic conductivity of the layers, rainfall and temperature are the factors affecting subsidence of the earth (Akbari et al., 2009). Unnecessary groundwater extraction causes loss of water levels and decreases the fluid pressure and thus increases the intermediate particle pressure which leads to the formation of the phenomenon of subsidence of the earth. The uneven drop in groundwater levels, the heterogeneity of tissue, sediment, and alluvial characteristics of the area also causes the irregular subsidence of the earth and creates gaps in the earth's crust. Land subsidence has been reported in many plains from dry and semi-arid areas of central and eastern Iran with a sustained decline in groundwater levels. The statistics of the country's plains, facing this phenomenon has reached 751 plains. This phenomenon is observed in other plains of Iran such as Arak, Nahavand, Khomein, Natanz, Yazd, Abarkuh, Kashmar plain in Khorasan Razavi province which is under development (Ghani ar dakani Maleki, 2016). The frontier effects resulting from the development of land surfaces can be reduced by precise planning and conservation matters. The environmental consequences of the subsidence phenomenon (Sun et al., 2017) includes damage to
man-made structures such as buildings, streets, bridges and power lines, creating gaps on the surface of the earth and the flood. In all the subsidence that occurs in Iran, extraction of underground water is the only factor or the main cause of subsidence. To measure the phenomenon of deformation, one needs to study the time series in a study area. Therefore, several images should be available at different time intervals of that area and several interferogram between different time periods embedded to calculate the deformation rate in the calculations (Yarahmadi et al., 2015). This method is known as interferometric technique since the received phase is as the fraction of the phase needed to estimate the displacement implemented as a phase retrieval phase.

3. Results and Discussion

The data used in this research are of two categories: one the data Piezometric area of the region which according to the map piezometric wells area (Figure 2) of the water level height in wells in the years 1983 to 1993 were examined and evaluated which observed a 10 to 20 meter water level drop in between years. Due to this amount of water loss in the region, definitely the subsidence of the earth's surface has also been observed.

In this research, using a land survey method, the subsidence model was developed based on the following tables in the GIS and SPSS software.
Linear regression and modeling of land subsidence

Table 1. Modeling

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
<th>Change Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R Square</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>F Change  df1 df2</td>
</tr>
<tr>
<td>1</td>
<td>.367&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.135</td>
<td>.124</td>
<td>38.132</td>
<td>.135</td>
</tr>
</tbody>
</table>

a. Predictors: (Constant), groundwater extraction

b. Dependent Variable: subsidence

Table 2. Liner Regression

ANOVA<sup>a</sup>

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>19441.573</td>
<td>1</td>
<td>19441.573</td>
<td>13.371</td>
<td>.000&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Residual</td>
<td>125045.870</td>
<td>86</td>
<td>1454.022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>144487.443</td>
<td>87</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Dependent Variable: subsidence

b. Predictors: (Constant), groundwater extraction

Interpretation of Table 2-ANOVA.: A single-variable linear regression model is meaningful between the rate of groundwater extraction and land subsidence

Linear regression coefficient B

Table 3. Linear regression coefficient

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandadized coefficients</th>
<th>standadized coefficients</th>
<th>t</th>
<th>Sig.</th>
<th>95.0%Confidence Interval for B</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Str. Error</td>
<td>Beta</td>
<td></td>
<td></td>
<td>Lower Bound</td>
<td>Upper Bound</td>
</tr>
<tr>
<td>(Constant) groundwater</td>
<td>62.884</td>
<td>13.402</td>
<td>4.692</td>
<td>.000</td>
<td>36.242</td>
<td>89.525</td>
</tr>
<tr>
<td>extraction</td>
<td>1.538</td>
<td>.421</td>
<td>3.657</td>
<td>.000</td>
<td>.702</td>
<td>2.375</td>
</tr>
</tbody>
</table>

a:Dependent Variable :Subsidence

T distribution in this table with 0.421 indicates that there is no distribution and it is significant.

Interpretation: in Table 3, coefficients shows that there is a direct and significant relationship between the amount of groundwater extraction and the land subsidence, so that for one unit of increase in water extraction, the average land subsidence increases by 1.5 units.
The linear regression in Table 2,3 assumption is that the remainder of the model has a normal distribution, which, as we can see, assumes this assumption.

The significance of the regression is also shown in the table that the level (Sig = 0.00) is 99% less than 0.05. It can be deduced that the ratio of two variables is significant.

Based on linear regression, the amount of subsidence (Y) can be predicted through the rate of water harvesting (x).

\[ Y = a + bx \]  

(2)

Y= the amount of predicted dependency (the amount of land subsidence), a= constant value (the amount of dependent variable at the time when the independent variable is zero) b= Line slope or regression coefficient," X "is the independent variable values (piezometric wells)

\[ Y = 62.884 + 1.538 \times X \]

X: water extracting rate Y: subsided pictures

For each unit the variation in water extraction, 1.538 variations are created in height.

- The model derived from the following formula, the components of which were described above, were analyzed by SPSS software and concluded that the correlation coefficient between the two parameters is as Equation (2)

- The correlation coefficient of the two parameters is positive with each other, which means that in the space where the study is done, the increase of a parameter with the increase of the other parameter, and also the reduction of that parameter, is accompanied by a decrease in the other parameter. In this model, changes and extraction from the water surface can predict 0.367 percent of the subsidence.

The quantity \( r^2 \) or \( R^2 \), also called the determination coefficient, is the ratio of the variables (variables) defined to the total variables (variables). (This measure allows us to determine how much it can predict a reliable model or diagram.) The value of the determination coefficient is in the range \( 0 < r^2 < 1 \) which represents the percentage of recruits that are closer to the regression...
line. For example, when \( r^2 = 0.797 \), this means that 79% of the total variation of \( y \) can be obtained through the linear relationship between \( x \) and \( y \) through the defined equation, and 21% of the \( y \) variables are not defined. Adjusted coefficient: The important difference between the coefficient of determination and the adjusted coefficient of determination is that the coefficient of determination assumes that each independent variable observed in the model explains the changes in the dependent variable. Therefore, the percent represented by the coefficient of determination assumes the effect of all independent variables on the dependent variable. If the percentages indicated by the modified coefficient are only due to the actual effect of the independent variables of the model, then not all independent variables. The other difference is that the suitability of the variables for the model cannot be determined by the coefficient of determination even with a high value, if the value of the estimated adjusted coefficient can be trusted.

**Table 4. Model**

<table>
<thead>
<tr>
<th>Model</th>
<th>Correlation coefficient</th>
<th>Coefficient of determination</th>
<th>Adjusted coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.367</td>
<td>0.797</td>
<td>0.74</td>
</tr>
</tbody>
</table>

In table 5, number 6 is the coefficient of determination and number 7 is Adjusted coefficient.

**Table 5. Balance equilibrium**

<table>
<thead>
<tr>
<th>OBJECTID*</th>
<th>VARNAME</th>
<th>VARIABLE</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Neighbors</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>ResidualSquares</td>
<td>29242.771295</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Effective Number</td>
<td>20.055553</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Sigma</td>
<td>20.7459</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>AICc</td>
<td>801.237358</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>R2</td>
<td>0.79761</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>R2 adjusted</td>
<td>0.740849</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Dependent field</td>
<td>0</td>
<td>subsidence</td>
</tr>
<tr>
<td>9</td>
<td>Explanatory field</td>
<td>1</td>
<td>groundwater</td>
</tr>
</tbody>
</table>

The second group data is radar information. Radar interferometric computing in this research is based on six images ENVISAT with low imaging geometry. 6 Interfrogram images with software help Sarscape and the Orbital Information Agency of the European Space Agency Specification Interferogram (Table 5) processed in the study area by considering the spatial basis. In order to reduce noise and increase the correlation between interferograms an attempt has been made to use a pair of radar images with a short period of time.
After the production of interferograms by applying the phase-to-gap coefficient, displacement maps were prepared in the time series of the (Table 5). The survey of displacement maps shows that the phenomenon of subsidence in the central region of the study area has almost reached the same rate and anyway to the northwest or to the elevation around the area, The subsidence will be reduced and increased by a large proportion. Radar surveys which show that the ratio of each type is between the subsidence and the extinction in the region. As it subsides in the plains, it has been relatively more frequent, but in the heights it has been observed to be relatively less.

In exploring the radar data, it clearly shows a slight relationship between subsidences and uplifting in the region of the plains and the area has fallen subsidence to a greater extent but small range of uplifting has been seen at high altitudes. The statistics in the survey suggest that the mean maximum subsidence is 0.25 meter and the mean maximum uplifting is 0.07 meter, respectively (Figure 4, 5 and 6).

Displacement maps of the study area at different time intervals

---

**Table 6.** Specifications of processed interferogram in plain Bahadoran Yazd.

<table>
<thead>
<tr>
<th>Spatial base line</th>
<th>Secondary image</th>
<th>Primitive image</th>
<th>number</th>
</tr>
</thead>
<tbody>
<tr>
<td>911</td>
<td>29/7/2005</td>
<td>22/6/2003</td>
<td>1</td>
</tr>
<tr>
<td>398</td>
<td>16/9/2011</td>
<td>21/2/2011</td>
<td>3</td>
</tr>
</tbody>
</table>

**Figure 4.** Displacement between 2005 and 2003

**Figure 5.** Displacement between 2007 and 2006
The subsidence and uplifting variations on the maps of the study shows that the largest subsidence in the plain has occurred in the flat zones and the most uplifting is seen on the high mountains overlooking and in the surrounding mountains.

According to the results specified in the data mining section, the use of the radar interferometry method shows the proper capacity of its capabilities in determining the range of subsidence at the levels. The dry climate of the study area decreases the effect of the phase shift caused by atmospheric compounds to the viscosity of the humidity, providing an accurate measure of the phase difference resulting from surface displacement. Also, the lack of co-incident vegetation in the phase of radar images in the C band is the least. It was possible to measure phase change over the annual time interval for the C band data, which indicates that the displacement numbers are close in two maps with different wavelengths. Groundwater harvesting has reduced the piezometric pressure which this reduction of the piezometric pressure causes an imbalance and increased pressure from the upper sediments. So that the porosity of the sediments is reduced and the density increases, which is one of the factors of subsidence if the pores are filled with rain water or temporary rivers and this will prevent collapse in the area.

4. Conclusions

The results of this research show that the study of duality has been proved in the domain of geomorphologies function. This review calls the general thinking in question that is associated to the complete cause of subsidence which is reduced groundwater and has been claimed by scholars and researchers because by monitoring the causes, the breaks in this area have reached over 60
years while the mechanical extraction of groundwater has short lifespan. Therefore, it can be concluded that the movements of the earth's crust has important and fundamental causes of uplifting and subsidence. Secondly, the subsidence and uplifting can be explained and defined in the duality of geomorphology. These ups and downs caused by the unnecessary extraction of groundwater witnesses the crust movements in the plains and the adjacent peaks which indicates the crust motions in order to achieve the crustal balance. Whereas, the subsidence occurred alone, as no line of equilibrium observed on the heights. Displacement maps were prepared according to the time series in Table 5. The evaluation map of the displacement rate demonstrates the phenomenon of subsidence in the boundary of the central region of the case study for the evaluated years and as far as the center of the Bahadoran plain to the north western and other regions around the area comes from the rate of the subsidence declined and slightly added to uplifting. In exploring the radar data, it is clear that there is a slight relationship between subsidence and uplifting as in the region of the plains and the area has fallen subsidence to a greater extent. But small range of uplifting were observed at high altitudes. The survey statistics suggest that the mean maximum subsidence is 0.25 meter and the mean maximum uplifting is 0.07 meter, respectively (Figure 4, 5 and 6).

As a result, the hypothesis of this research can be verified by experiments because the direct relation between the subsidence and uplifting by radar interferometry has a significant correlation.
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